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Prdlogo e introduccidn

Javier Augusto De Luca*

Durante los dias 28 al 31 de marzo de 2023 se desarrolld, en el Sa-
16n Azul de la Facultad de Derecho de la Universidad de Buenos Aires,
el Coloquio de la Asociacién Internacional de Derecho Penal (AIDP)
bajo el lema “Inteligencia Artificial y Administracion de Justicia: la po-
licia y la justicia predictivas”.

Los coloquios son seminarios o congresos mas pequefios que
se celebran en el lapso que transcurre entre congresos generales de
la AIDP, los cuales se llevan a cabo cada cinco afios. Al finalizar cada
congreso general se decide cudl serd el tema de derecho penal a tratar
en el préximo, el cual serd preparado y discutido en cuatro coloquios
a desarrollarse en distintos paises. En cada uno de esos coloquios se
analiza el tema elegido bajo una de las cuatro perspectivas: derecho
penal parte general, derecho penal parte especial, derecho procesal pe-
nal y derecho internacional penal.

En el dltimo congreso general en Roma de 2019, se decidi6 que el
tema del préximo congreso en Paris de 2024, seria el de Inteligencia
Artificial y Derecho Penal. El grupo argentino de la AIDP fue elegido
para organizar uno de los coloquios en la Argentina referido a los as-
pectos procesales penales, del cual da cuenta este libro.

Al momento de celebrarse el nuestro, ya se contaba con las con-
clusiones del coloquio sobre derecho penal parte general celebrado en
Siracusa, Sicilia, Italia, a fines de 2022. Y al momento que escribo esto
restan realizarse los coloquios de parte especial y derecho internacio-
nal, pospuestos por los dos anos de la pandemia de COVID-19 que se
apropié del mundo.

Los coloquios son dirigidos por un/a relator/a designado por la
AIDP que tiene la tarea de redactar un proyecto de introduccién y

* Doctor en Derecho. UBA. Profesor titular asociado de Derecho Penal y Procesal Pe-
nal, Facultad de Derecho, UBA. Presidente del Grupo Argentino de la Asociacién Inter-
nacional. Fiscal General ante la Cimara Federal de Casacién Penal.

IA - Kleiman.indd 9 21/3/2025 14:13:23



COLECCION DOCTRINA

consideraciones sobre el tema y proponer conclusiones o recomenda-
ciones. En nuestro caso, este proyecto fue redactado por la profesora
francesa Juliette Lelieur y fue presentado al pablico que asisti6 al en-
cuentro, donde se discutieron todas las propuestas, palabra por pala-
bra, hasta llegar a un consenso general sobre la redaccién. Durante
los tres dias, participaron y asistieron mas de cuarenta profesores y
juristas extranjeros, y mas de cien argentinos de distintas partes del
pais. Los puntos de discusidn se votaron entre los asistentes de mane-
ra democratica. Al final se arribé a las conclusiones que se publicardn
en esta obra. Esas recomendaciones seran discutidas, junto con las de
los otros tres coloquios, en el congreso general a celebrarse en 2024, y
aprobadas en asamblea general de la AIDP.

Aunque no existe una definicién tnica y vinculante para el mun-
do juridico, la inteligencia artificial puede caracterizarse como un
conjunto de teorias y técnicas utilizadas para crear maquinas capaces
de simular la inteligencia humana. El proceso de “toma de decisiones”
es complejo y generalmente se asemeja al de una “caja negra” dentro
de la cual no se puede conocer cémo ocurren las cosas.

Silosalgoritmos son capaces de aprender y realizar nuevas destre-
zas, es posible sostener juridicamente que cortan el cordén umbilical
de sus creadores y, con ello, que pasan a ser dificilmente previsibles y
controlables. Luego, esas dificultades se podrian extender y concretar
en las investigaciones y los procesos penales, con afectacion del dere-
cho de defensa y falta de certeza sobre las imputaciones a las personas
que realmente corresponden.

Se estan utilizando estos mecanismos para prevenir o detectar de-
litos. Se basan en la evaluacién de riesgos, la llamada policia predicti-
va. Se dice que pueden detectar patrones de probable comportamiento
anormal o atipico. Asi ya viene ocurriendo en la deteccion de posibles
fraudes mediante el analisis de transacciones, y en sus conexiones con
dispositivos de video-vigilancia en lugares ptblicos.

Los reconocimientos biométricos, los entrecruzamientos de datos
para la busqueda de préfugos, los jueces robots, la prueba de relacién
de causalidad en la prueba informatica, la preservacién e intangibi-
lidad de esa clase de prueba, su reproduccién fiel en los juicios para
asegurar el derecho de defensa, las “expediciones de pesca” en las bis-
quedas automatizadas de informacidn, el uso de las pruebas asi ob-

10
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INTELIGENCIA ARTIFICIAL Y ADMINISTRACION DE JUSTICIA

tenidas mediante la violacién del secreto de las comunicaciones y los
papeles privados, el uso de drones para captar imagenes que invaden
la intimidad, los errores en la individualizacién de blancos, de enemi-
gos y de posesién de armas, la consagracién como delitos de deter-
minadas conductas que no lo son en todos los paises y la posibilidad
de una persecucion penal internacional que viola la soberania de los
altimos (como puede ocurrir con la pedofilia y el grooming por inter-
net), las pruebas surgidas de la Deep Web, etc. también fueron objeto
de discusién y debate.

Si bien no fue tema concreto del Coloquio, los asuntos de derecho
penal sustantivo surgieron en todo momento, porque estan imbricados
con los de derecho procesal de un modo que es imposible separarlos.

Para colmo se ha comprobado que los sistemas de IA no son com-
pletamente fiables ni tampoco neutros. Segtn ya lo preveia nuestra
relatora del Coloquio, los errores derivan de la mala calidad de los da-
tos utilizados o a la forma en que estin programados los algoritmos,
o a la existencia de falsos positivos/negativos en las correlaciones. Se-
guimos dependiendo de cdmo fueron aprendiendo los sistemas, por-
que estos en realidad son influidos por las debilidades humanas, como
son los algoritmos xenéfobos, racistas, misdginos, los que parten de
un discurso hegeménico que enfocan sus respuestas desde un tnico
lugar que se asume como “correcto”, etc.

Estos y otros temas de suma y actual importancia encontraran los
lectores en el libro que se me ha conferido el honor de prologar. Des-
cuento que serd de su agrado y de gran utilidad porque aqui se expo-
nen las bases de lo que se viene, que estd en constante desarrolloy a lo
que los juristas no podemos ser indiferentes.

Buenos Aires, octubre de 2023
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Los sistemas informaticos asistidos por
Inteligencia Artificial en la administracion
de justicia penal argentina’

Carlos Christian Sueiro**

Introduccidn

El presente trabajo aborda la introduccién de sistemas informa-
ticos asistidos por inteligencia artificial (IA) en la administracién de
justicia penal de la Reptblica Argentina.

El advenimiento de herramientas asistidas por inteligencia arti-
ficial (IA) se produce tanto en las areas de prevencién de delitos, dan-
do lugar a la denominada “policia predictiva”; como en el servicio de
administracién de justicia propiamente dicho, a través de asistentes
informaticos inteligentes destinados auxiliar a abogados particulares,
defensores, querellantes, fiscales y jueces, a través de la elaboracién
automatizada de proyectos de escritos, dictamenes, recursos, y per-
mitiendo efectuar incluso un analisis computacional del derecho en
relacién a las sentencias dictadas por los diversos tribunales orales
criminal, dando inicio asi al campo de la llamada “justicia predictiva”.

El trabajo se divide en tres apartados o ejes temdticos centrales
de andlisis, en torno al estudio de la implementacién de sistemas

* Este articulo es la versién extendida de la exposicion realizada en la mesa redonda
“Inteligencia artificial en la actualidad Argentina” del Coloquio Internacional de Derecho
Penal “Inteligencia Artificial y Justicia Penal”, organizado por la Asociacién Internacional
de Derecho Penal (AIDP), llevado a cabo del 28 al 31 de marzo de 2023, en la Facultad
de Derecho de la Universidad de Buenos Aires (UBA).

** Abogado, Diploma de Honor (2001), Especialista en Derecho Penal (2013), y Doc-
tor en Derecho Penal (2021) por la Facultad de Derecho de la Universidad de Buenos
Aires (UBA). Se desempefia como Profesor Adjunto en tema “Criminalidad Informdtica
y Prueba Digital”. Profesor Adjunto (Int.) de multiples universidades. Coordinador del
Centro de Estudios en Ciberseguridad y Proteccién de Datos (CECIB) de la Universi-
dad CEMA (UCEMA). Se desempefia profesionalmente como Secretario Letrado de la
Defensoria General Adjunta de la Nacién.
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COLECCION DOCTRINA

informaticos asistidos por inteligencia artificial (IA) en la administra-
cién de justicia penal de la Reptblica Argentina.

En el primer apartado nos adentraremos en el estudio de “la inte-
ligencia artificial y su impacto en la administracién de justicia penal
de la Reptublica Argentina”, analizando la implementacién de siste-
mas informaticos asistidos por inteligencia artificial (IA), tales como
Sherlock Legal, Prometea y el Sistema de Reconocimiento Facial de
Préfugos (SRFP) de la Ciudad Auténoma de Buenos Aires (CABA) y su
proyeccién en otras provincias como Buenos Aires, Cérdoba, Mendo-
za, Saltay Santa Fe.

En el segundo acapite del trabajo se abordara cual es el “marco
legal en la Reptiblica Argentina para la implementacién de sistemas
informaticos asistidos por inteligencia artificial (IA)”.

En esta area analizaremos qué marco normativo se encuentra
vigente en la Republica Argentina para la introduccién de sistemas
informaticos asistidos por inteligencia artificial (IA) en la administra-
cién de justicia penal.

Se relevaran en este apartado los cédigos procesales penales na-
cionales, federales y provinciales, como asi también las leyes especia-
les, a fin de conocer, qué marco regulatorio a nivel legal existe en torno
a los sistemas informaticos asistidos por inteligencia artificial (IA).

Finalmente, en el tercer y tltimo apartado del trabajo, abordare-
mos cudles son los “requisitos para la validacién legal del empleo de
sistemas informaticos asistidos por inteligencia artificial (IA) en la ad-
ministracion de justicia”.

Por ltimo, de las conclusiones parciales y provisorias de cada
apartado, daremos lugar a las conclusiones generales del trabajo.

La inteligencia artificial y su impacto en
la administracion de justicia penal de la
Republica Argentina

La inteligencia artificial abre en la historia de la humanidad un
sendero inexplorado y radicalmente excepcional, que sin lugar a dudas
constituird un punto de inflexién en nuestra evolucién como especie.

16
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Como bien expresa el filésofo y tecnélogo de origen francés, Eric
Sadin, en nuestro presente nos encontramos frente a lo que él deno-
mina “la emergencia de un nuevo régimen de verdad”, en el cual la
inteligencia artificial juega un papel prioritario y estructural en la
construccién de nuestras nuevas verdades relativas como especie. No
serd ya la inteligencia humana la destinada a evaluar caudales astro-
némicos de informacién exponencialmente crecientes en todas las
areas del desarrollo humano, sino la inteligencia artificial (IA).

En palabras del propio autor,

Los sistemas de inteligencia artificial estin llamados a evaluar una mul-
titud de situaciones de todo orden, las necesidades de las personas, sus
deseos, sus estados de salud, los modos de organizacién en comun, asi
como una infinidad de fenémenos de lo real.?

La posicion del autor galo, también es compartida por la del filésofo sur
coreano radicado en Alemania, Byung-Chul Han, para quien

hoy se estd produciendo de forma silenciosa un nuevo cambio de para-
digma. El giro antropoldgico copernicano, que habia elevado al hombre
a productor auténomo del saber, es reemplazado por un giro dataista. El
hombre debe regirse por datos. Abdica como productor de saber y entre-
ga su soberania a los datos. El dataismo pone fin al idealismo y al huma-
nismo de la Ilustracién. El hombre ha dejado de ser sujeto cognoscente
soberano, autor del saber. Ahora el saber es producido maquinalmente.
La produccién de saber impulsada por datos se hace sin sujeto humano
ni conciencia. Enormes cantidades de datos desbancan al hombre de su
puesto central como productor de saber. El mismo se ha atrofiado redu-
ciéndose a un conjunto de datos, a una magnitud calculable y manejable.?

Por ello, resulta logico que los sistemas informaticos asistidos por
inteligencia artificial (IA), comiencen a implementarse también en el
drea de la administracién de justicia

Como es logico, el derecho y el sistema de administracion de jus-
ticia no han prescindido de ella, y sistemas informaticos asistidos por

1. Sadin, Eric, La inteligencia artificial o el desafio del siglo. Anatomia de un antihumanismo
radical, Buenos Aires, Caja Negra, 2020.

2. Ibidem, p. 95.

3. Han, Byung-Chul, La desaparicién de los rituales. Una topologia del presente, Barcelona,
Herder, 2020, p. 105.
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algoritmos de inteligencia artificial (IA), han irrumpido en la adminis-
tracion de justicia penal de varios Estado nacionales.

Numerosos estados nacionales han implementado desde la dé-
cada pasada sistemas informaticos asistidos por algoritmos de inteli-
gencia artificial (IA), tanto en la administracién de justicia penal bajo
la modalidad de “justicia predictiva”, como en las areas de prevencién
del delito, en el campo de la denominada “policia predictiva”.

Entre aquellos estados nacionales que ha incorporado sistemas
informadticos asistidos por inteligencia artificial (IA) en las dreas de
justicia predictiva y policia predictiva, pueden mencionarse a modo de
ejemplo: la Reptblica Popular de China,* Alemania,® Espana,® Estados

4. La Republica Popular de China posee un sistema omnipresente de vigilancia electré-
nica asistida por inteligencia artificial (IA) denominado “Sense Time” o “Programa de cré-
dito social ciudadano” que es un sistema de policia predictiva, que abarca todas las dreas
de la vida las personas. Cf. Sueiro, Carlos Christian, Vigilancia electrénica y otros modernos
medios de prueba, 22 Edicién, Buenos Aires, Editorial Hammurabi, 2019, pp. 229-232.

5. Alemania cuenta con miltiples sistemas informaticos asistidos por inteligencia ar-
tificial, tanto en su funcién de Policia Predictiva como en el 4rea de Justicia Predictiva.
Sistemas informadticos asistidos por inteligencia artificial en el area de policia predic-
tiva: 1.-PreCobs; 2.-KLB Operativ; 3.- KrimPro; 4.- Pre MAP; 5.- SKALA; 6.- RADAR-ITE;
7.- PNR (Passanger Name Record); 8.- Hessen Data; 9.- X-SONAR; 10.- ERAME. Sistemas
informaticos asistidos por inteligencia artificial en el area de justicia predictiva: 1.- He-
rramientas informaticas asistidas por 1A sobre evaluacién de reincidencia; 2.- Base de
datos para la elaboracién automatizada de proyectos de sentencia. Sprenger, Johanna;
Brodowski, Dominik, Artificial Intelligence in the Administration of Criminal Justicie in
Germany, Asociacién Internacional de Derecho Penal, 2023. Véase para una primera
aproximaci6n al tema: Molinas, Juan, Procesos penales predictivos. La influencia de la inteli-
gencia artificial y sus posibles limites, Buenos Aires, Editorial Hammurabi, 2021, p. 310-335.
6. Espafia cuenta como sistema informadtico asistido por inteligencia artificial (IA) en
el drea de la policia predictiva a VERIPOL. El sistema escanea la denuncia tomada en
la comisaria o seccional policial y compara esa denuncia con su base de datos. Alli dis-
tingue los rasgos que pueden hacer que una denuncia sea validada como verdadera o
clasificada como falsa. Por ejemplo, toma en consideracién para validarla como verda-
dera la existencia de testigos o pruebas in situ en el lugar del hecho. Para su desarrollo
han trabajado junto a las fuerzas de seguridad de Espaiia, la Universidad Compluten-
se de Madrid, la Universidad Carlos I1I de Madrid, la Universidad de Roma La Sapienza
y el Ministerio del Interior del Gobierno de Espafia. Webedia Brand Service, Precrime.
¢Cdmo se utiliza la IA para la deteccion de crimenes futuros?, Xataka Huawei, 2018. Dispo-
nible en: https://iahuawei.xataka.com/precrimen-como-se-utiliza-ia-para-deteccion-
crimenes-futuros [Fecha de consulta: 01/03/2024].
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Unidos de América,” Paises Bajos u Holanda,® Reino Unido de Gran
Bretafia e Irlanda del Norte.®

La Republica Argentina también se sumd a la lista de paises que
incorporaron la inteligencia artificial en la administracién de justicia
penal y en las areas de prevencion del delito.

En la pasada década, mas precisamente a partir del afio 2016, co-
menzaron a irrumpir en el sistema de administracion de justicia de la
Republica Argentina, los primeros sistemas informaticos asistidos por
algoritmos de inteligencia artificial (IA).

Los tres sistemas informaticos asistidos por algoritmos de inte-
ligencia artificial (IA), operativos en la Republica Argentina son: 1.-
Sherlock Legal; 2.- Prometea; 3.- Sistema de Reconocimiento Facial de
Préfugos (SRFP).

7. Los Estados Unidos de América (EE.UU) al igual que Alemania, posee miltiples siste-
mas informaticos asistidos por inteligencia artificial (IA), tanto en su funcién de Policia
Predictiva como en el drea de Justicia Predictiva. Sistemas informaticos asistidos por
inteligencia artificial en el area de policia predictiva: 1.- CompSat; 2.- PredPol; 3.- Data
Mind. Sistemas informaticos asistidos por inteligencia artificial en el drea de justicia pre-
dictiva: 1.- IBM Wtason Debater; 2.- COMPAS -Correctional Offender Management Profiling
for Alternative Sanctions-. Al respecto se puede consultar: Nieva Fenoll, Jordi, Inteligencia ar-
tificial y proceso judicial. Proceso y Derecho, Buenos Aires, Editorial Marcial Pons, 2018, p. 30.

8. Los Paises Bajos u Holanda poseen a la fecha tres sistemas informaticos asistidos
por inteligencia artificial (IA), en el drea de la policia predictiva: 1.- Cold Case; 2.-
Sweetie; y 3.- VALCRI (Visual Analytics for sense making in Criminal Intelligence analysis).
Cerezoli Carlos, Alberto, Estudio del agente encubierto informdtico como especial técnica de
investigacion del ordenamiento juridico de Espaiia, Buenos Aires, Editorial Hammurabi,
p. 130. También consultar, Gasparini Neves, Estefania., El agente encubierto informdtico
en la Repiblica Argentina, Buenos Aires, Editorial Hammurabi, 2020, pp. 163-173. Es-
tévez Mendoza, Lucana, Los derechos fundamentales ante las nuevas tecnologias: proteccién
ovulneracién a la luz de HART y VALCRI, Buenos Aires, Editorial Thomson Reuters, 2019.
9. Reino Unido de Gran Bretafa e Irlanda del Norte, posee varios sistemas informa-
ticos asistidos por inteligencia artificial en el area de policia predictiva y de la justicia
predictiva. Sistemas informadticos asistidos por inteligencia artificial en el drea de po-
licia predictiva: 1.- NDAS (National Data Analytics Solution); 2.- HART (Harm Assessment
Risk Tool). Sistemas informaticos asistidos por inteligencia artificial en el area de jus-
ticia predictiva: 1.- Questmap. Sobre los sistemas informaticos asistidos por IA en el
Reino Unido de Gran Bretafia e Irlanda del Norte se sugiere consultar, las obras de
Nieva Fenoll, Jordi, Inteligencia artificial y proceso judicial. Proceso y Derecho, Buenos Ai-
res, Editorial Marcial Pons, 2018, pp. 26-30; y en particular sobre el sistema HART,
confrontar Estévez Mendoza, Lucana, “Los derechos fundamentales ante las nuevas
tecnologias: proteccion o vulneracion a la luz de HART y VALCRI”, Revista de Derecho
Penal y Criminologia, N° 10, Buenos Aires, Editorial Thomson Reuters, 2019, p. 63.
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Los dos primeros de los sistemas informaticos asistidos por algo-
ritmos de inteligencia artificial (IA), Sherlock Legal (2016) y Prometea
(2017), se encuentran orientados a la asistencia mediante inteligencia
artificial (IA) en el campo de la administracién de justicia, encontran-
dose insertos dentro del area de la justicia predictiva.

El primero de ellos, Sherlock Legal, fue disefiado, desarrollado y
puesto en funcionamiento por el sector privado, mas precisamente
por Albremdtica S.A. duefia de la editorial digital, EIDial.com.

El segundo sistema, Prometea, por el contrario, es de origen esta-
tal y fue elaborado por el Ministerio Piblico Fiscal de la Ciudad Auté-
noma de Buenos Aires (CABA).

Por su parte, el tercer sistema informaticos asistidos por algo-
ritmos de inteligencia artificial (IA), el Sistema de Reconocimiento
Facial de Préfugos (SRFP), se encuentra inmerso en el campo de la
denominada Policia Predictiva, habiendo sido disefiado, elaborado,
desarrollado y puesto en funcionamiento por el Gobierno de la Ciudad
Auténoma de Buenos Aires.

Este altimo sistema informatico asistido por inteligencia artifi-
cial (IA) en el drea de la denominada Policia Predictiva, como lo es el
Sistema de Reconocimiento Facial de Préfugos (SRFP), en los altimos
cuatro afios se proyecté por fuera de la Ciudad Auténoma de Buenos
Aires; y este modelo ha dado origen a otros sistemas de reconocimien-
to facial, en las provincias tales como Buenos Aires, Cérdoba, Mendo-
za, Saltay Santa Fe.

A continuacidn, referiremos a cada uno de estos tres sistemas
informadticos asistidos por inteligencia artificial (IA) los cuales estin
siendo utilizados en la administracién de justicia de la Repuablica Ar-
gentina, tanto en el campo de la denominada justicia predictiva, como
en el drea de la policia predictiva.

Sherlock Legal

A comienzos del afio 2016, por iniciativa del sector privado argen-
tino, mas especificamente de la Editorial ElDial.com y bajo la direccién
del Profesor Emérito en Derecho de Alta Tecnologia de la Universidad
Catolica Argentina (UCA), Dr. Horacio R. Granero, se cref el programa
asistido por inteligencia artificial denominado Sherlock Legal.
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El asistente juridico auxiliado por inteligencia artificial denomi-
nado Sherlock Legal, esta creado sobre la base de datos jurisprudencial
que posee la editorial, y emplea un software de procesamiento de len-
guaje natural (NLP) asistido por IA, que le permite la extraccién auto-
matiza de conocimiento de textos juridicos.

El programa de procesamiento de lenguaje natural (NLP) asisti-
do por IA, que emplea Sherlock Legal, es un derivado del Watson Legal
de IBM,™ debido a que, para el desarrollo de este asistente juridico in-
teligente, Albrematica S.A., duefia de la Editorial EIDial.com, realizé
una alianza estratégica con IBM para que su Biblioteca Juridica Online
de ElDial.com pudiera ser accedida y analizada por el software asistido
por IA"

El asistente juridico inteligente Sherlock Legal, gracias al software
de procesamiento de lenguaje natural (NLP) asistido por IA, puede
lograr entre sus funciones: 1.- categorizacién de textos juridicos; 2.-
agrupamiento de textos de acuerdo a su contenido; 3.- extraccién de
informacién dentro del texto, distinguiendo datos valiosos dentro del
texto no estructurado; 4.- identificacién, mediante la extraccién de
nombres de personas fisicas y juridicas; 5.- identificacién de relacio-
nes y vinculos entre los sujetos identificados; 6.- andlisis emocional y
sentimental a través del empleo de gramatica, semidtica, psicologia.

Como bien expresa el director a cargo del proyecto, el Dr. Horacio
Granero, Sherlock Legal fue

...creado para ser un asistente del abogado, a través de una interfaz grafi-
cadindmica, intuitiva y sencilla donde se efectiian las preguntas en “len-
guaje natural” (por ejemplo “En el caso de una separacién matrimonial
los hijos deben quedar con la madre?”) no con “descriptores” o “légica
boolena” mencionada anteriormente. Mediante algoritmos generados
al efecto se analizan sinticticamente y se interpretan los precedentes

10. IBM Watson Legal es una herramienta de inteligencia artificial (IA), de origen esta-
dounidense disefiaday desarrollada por IBM, a la que se le plantea un tema juridico de
controversia o debate, y procede al analisis de los textos legales disponibles en internet
sobre la materia. En base a toda la informacién colectada en la biusqueda, selecciona
los argumentos que se presentan como mds sélidos para expresar una conclusién ju-
ridica con un lenguaje accesible. Cf. Nieva Fenoll, Jordi, Inteligencia artificial y proceso
judicial. Proceso y Derecho, Buenos Aires, Editorial Marcial Pons, 2018, pp. 30 y 115.

11. Cf. Granero, Horacio, “La inteligencia artificial aplicada al Derecho y el dilema de los
algoritmos inteligentes”, Buenos Aires, Editorial Hammurabi, pp. 38-39.
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judiciales con el fin de encontrar los fragmentos relacionados con la
pregunta formulada que el programa considere mas relevantes. Poste-
riormente, Sherlock despliega un grupo de las distintas respuestas que
considera pertinentes, generandose graficos que indican los porcentajes
de aceptacién o rechazo con la pregunta efectuada, dando, finalmente,
su opinién en forma automdtica sobre la probabilidad que ésta sea afir-
mativa o negativa con relacién a la consulta efectuada. El sistema si bien
en esta primera etapa fue disefiado para ser aplicable a jurisprudencia, el
desarrollo puede ser utilizado con cualquier base de datos estructurada
y aln no estructurada.’?

Actualmente, el proyecto se encuentra en etapa de escalamiento a
otras ramas del Derecho, y ha recibido una mencién honorifica en el
Desafio Cognitiva celebrado en Costa Rica en Diciembre de 2017.

En septiembre de 2020, el equipo de I+D de Albrematica comenzé
analizar la posibilidad de mejora de respuesta y potenciacién de las
habilidades de Sherlock Legal.

Por ello, Albrematica S.A. duefia de la Editorial ElDial.com, realizé
una segunda alianza estratégica, en esa oportunidad con Open Al el
desarrollador de ChatGPT, con el objetivo de comenzar el desarrollo de
una segunda version de Sherlock Legal.

Mas precisamente,

... en noviembre de 2020 Albrematica obtuvo de la empresa Open Al,
creadora de GPT-3 la autorizacién para efectuar pruebas en su platafor-
ma, avocandose el equipo técnico a su andlisis, arribando a resultados
auspiciosos por las capacidades predictivas demostradas hasta el mo-
mento de la herramienta.?

En el evento de celebracién por el veinticinco (25) aniversario de
ElDial.com, realizado en el octubre de 2022, se exhibié como Sherlock
Legal puede ser operado no solo mediante interfaz de teclado o escri-
tura, sino mediante comando de voz, lo cual permite que el asistente

12. Granero, Horacio, “La inteligencia artificial entiende el lenguaje “talcahuanensis”.
Impacto de los lenguajes de informacién legal, articulo publicado procesamiento
de lenguaje natural (NLP) en la recuperacién”, Buenos Aires, Editorial El Dial.com,
04/03/2020, p.4.

13. Granero, Horacio, GPT-3 y el futuro de la abogacia, Buenos Aires, Editorial Hammu-
rabi, 2021, p. 201.
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juridico auxiliado por inteligencia artificial (IA) pueda ser operado por
personas con algin tipo de discapacidad.

Asimismo, Sherlock Legal también puede ser operado a través de
teléfonos celulares inteligentes (smartphone) o terminales méviles mul-
tiplataformas convergentes de TIC, pudiendo ser consultado a través
dela aplicacién de telefonia instantanea WhatsApp.

El asistente juridico inteligente auxiliado por IA, Sherlock Legal,
consultado sobre un caso legal o tema juridico, por medio de la aplica-
cién de telefonia instantdnea WhatsApp, otorgard respuesta a la con-
sulta operando como un chatbot y enviando la respuesta en forma casi
instantanea a la casilla de WhatsApp.

El asistente juridico inteligente auxiliado por IA, Sherlock Legal
de origen nacional, es muy similar a su vez a los asistentes juridicos
inteligentes Kleos disefiado por la firma anglo-neerlandesa Wolters
Kluwer, a Legal One de Editorial La Ley, bajo la corporacién transna-
cional anglo-canadiense, Thomson Reuters, y a Lex Machina de la em-
presa estadounidense, Lexis Nexis.

A suvez, también puede ser comparada como herramienta asistida
por inteligencia artificial (IA), destinada a facilitar la labor de los aboga-
dos liberales con sistemas de mejora de argumentacién juridica y elabo-
racién de alegatos o conclusiones legales, como los sistemas Questmap*
de origen britanico, y, Ross Intelligence,” oriunda de Canada.

Prometea

Prometea es una IA creada en Argentina, en el ambito del Ministerio Pd-
blico Fiscal de la Ciudad Auténoma de Buenos Aires. El sistema fue idea-
do e implementado pensado en la optimizacidn del servicio de justicia,

14. Nieva Fenoll, Jordi, Inteligencia artificial y proceso judicial. Proceso y Derecho, Buenos
Aires, Editorial Marcial Pons, 2018, pp. 29-30.

15. Ross Intelligence es otra herramienta de inteligencia artificial (IA) semejante a
IBM’s Watson Debater, desarrollada en Canadd. Opera seleccionando legislacidn, juris-
prudencia y doctrina, sobre un tema juridico especifico formulado en forma de caso o
hipétesis de hecho. Luego elabora una respuesta juridica, en base al material seleccio-
nado, realiza una argumentacion juridica, y calcula la tasa de probabilidad de éxito del
planteo frente diversos estrados judiciales. Cf. Nieva Fenoll, Jordi, Inteligencia artificial
y proceso judicial. Proceso y Derecho, Buenos Aires, Editorial Marcial Pons, 2018, p. 115.
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con el fin de agilizar exponencialmente los procesos judiciales en bene-
ficio del ciudadano.*

Desde comienzos del afio 2017, el Ministerio Publico Fiscal de la
Ciudad de Buenos Aires, comenzé a explorar las nuevas tecnologias apli-
cadas al Derecho y al sistema de administracion de Justicia, en cumpli-
miento con los lineamientos de la Planificacién Estratégica 2017-2019.”

En virtud de ello, mas precisamente a inicios del mes agosto de
2017, se comenzo con el desarrollo del sistema de inteligencia arti-
ficial Prometea.

Finalmente, el sistema de inteligencia artificial Prometea fue
presentado en sociedad el miércoles 22 de noviembre de 2017, en el
marco del “Congreso Internacional de Gobernanza inteligente e inno-
vacién inclusiva”, en el Aula Magna de la Facultad de Derecho de la
Universidad de Buenos Aires (UBA)."® Técnicamente este sistema de
inteligencia artificial es capaz de hacer algo imposible para cualquier
ser humano, como operador del sistema de administracion de justicia,
que es leer, predecir, escribir y resolver un expediente judicial en 20
segundos, en promedio, y con una taza de acierto del 96%.” También
tiene la capacidad de traducir el dictamen, escrito o recurso a tres idio-
mas, inglés, francés y portugués.

El sistema de inteligencia artificial (IA) Prometea se caracteriza
por los siguientes cinco (5) aspectos distintivos:

1. Prometea es un sistema de inteligencia artificial que opera

bajo supervisién humana.

El sistema de inteligencia artificial, luego de cargados los he-
chos concretos y especificos del expediente, consulta su base
dejurisprudencia, y mediante sistema de gramatica, semioti-

16. Corvalan, Juan Gustavo, Estados eficientes. La productividad del sector publico, Buenos
Aires, Editorial Planeta, 2018, p. 260.

17. Corvaldn, Juan Gustavo; Ciraudo, Denise, Inteligencia artificial al servicio de la justicia
penal, Contravencional y de faltas, “Prometea” en el dmbito de la Ciudad de Buenos Aires, Bue-
nos Aires, Montevideo, Editorial BdeF, 2018, p. 274.

18. Congreso Internacional de “Gobernanza Inteligente e innovacién inclusiva. De-
safios y oportunidades para promover la efectividad de los Derechos en la cuarta
revolucién industrial”, 22, 23 y 24 de Noviembre de 2017, Facultad de Derecho de la
Universidad de Buenos Aires.

19. Corvaldn, Juan Gustavo, “Estados eficientes. La productividad del sector ptblico”,
en Integracién y Comercio, 2018, N° 44 (Julio), Buenos Aires, p. 261.
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ca, derecho, elabora en 20 segundos promedio un escrito, dic-
tamen, recurso, el cual pasa a ser controlado por un operador
humano del sistema de administracién de justicia, y luego de
su revision a la firma.

2. Elsistema de IA Prometea emplea un modelo de pantalla in-
tegrada en el cual no hace falta cambiar de ventana para bus-
car informacién,? con lo cual la interfaz resulta mas sencilla,
amigable y eficiente.

3. Prometea también puede ser operado por personas que tem-
poral o en forma permanente posean algin tipo de discapa-
cidad para tipear la informacién. Gracias a el empleo de la
denominada “inteligencia en la interfaz”, el usuario puede
interactuar simplemente hablando a través de su sistema de
reconocimiento de voz.

4. Elsistema de inteligencia artificial Prometea permite “mejorar
el nivel de previsibilidad, seguridad juridica e igual. Por reducir
latasa o margen de error judicial, al otorgar a las mismas o simi-
lares circunstancias facticas las mismas respuestas estatales”.*

5. Prometea, bajo su sistema de automatizacién de tareas repe-
titivas y mecanicas, humaniza la labor de los miembros de la
administracién de justicia. Por ello, su empleo permite liberar
tiempo valioso para que los integrantes de la administracién de
justicia pueden dedicarse a tareas mas enriquecedoras y com-
pleja como toma de decisiones.

Debe destacarse que el desarrollo de Prometea no estd concluido
sino que a este sistema se sumaran mas aplicaciones con IA, un claro
ejemplo es “la calculadora de prescripcién”, la cual es producto del
desarrollos de las investigaciones realizadas en el instituto de Neu-
rociencias y Derecho de la Fundacién INECO (www.fundacionineco.
org/institutos/inede) y en la Facultad de Derecho de la Universidad
de Buenos Aires en el marco del Proyecto UBACyT sobre Neurocien-
ciay Derecho.”

20. Ibidem, pp. 262-263.
21. Idem.
22. Ibidem, p. 263.

23. Haissiner, Martin; Pastor, Daniel, Neurociencias, tecnologias disruptivas y tribunales
digitales, Buenos Aires, Editorial Hammurabi, 2019, pp. 73-77.
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El Sistema de Reconocimiento Facial de Profugos (SRFP)

La Reptblica Argentina ya ha comenzado a operar sistemas in-
formaticos asistidos por inteligencia artificial (IA) en el campo de la
denominada policia predictiva desde el mes de abril del afio 2019, con
el empleo de un sistema de reconocimiento facial de préfugos (SRFP)
asistido por un software de inteligencia artificial de origen ruso.

El sistema de vigilancia electrénica a través de reconocimiento
facial asistido por inteligencia artificial (IA) no es una plataforma de
convergencia de informacién tan completa y omnipresente como la
utilizada por China con Sense Time, conocido como “Crédito social
ciudadano”; en primer lugar no opera a nivel nacional, sino solo en la
Ciudad Auténoma de Buenos Aires (CABA); y en segundo orden, no
posee la convergencia atin de otros datos biométricos (reconocimien-
to de voz, huellas dactilares, iris ocular), o incluso mayor informacién
biométrica proveniente de historias clinicas electrénicas.

El actual sistema de reconocimiento facial de préfugos (SRFP)
asistido por algoritmos de inteligencia artificial forma parte del Sis-
tema Puablico Integral de Videovigilancia y permite identificar los ros-
tros de los acusado y condenados rebeldes o préfugos en menos de
medio segundo.

Esto es posible gracias a una base de datos otorgada por el
Co.Na.R.C. (Consulta Nacional de Rebeldias y Captura) que dispone
de imagenes de los delincuentes y depende del Registro Nacional de
Reincidencia, bajo la érbita del Ministerio de Justicia de la Nacién.*

El sistema de reconocimiento facial de préfugos (SRFP) asisti-
do por inteligencia artificial procesa las imagenes en linea (online) en
tiempo real captadas por 300 de las 6963 cimaras instaladas por el go-
bierno portefio en las calles y estaciones de subterraneo.”

Por este motivo, las cimaras habilitadas con este Software seran
rotadas segin las necesidades y estrategias de investigacién del Mi-
nisterio de Seguridad.

24. Gallo, Daniel, “Ya detuvieron a siete préfugos con el sistema de reconocimiento
facial portefio”, La Nacidn, 25/04/2019.
25. [dem.
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Las pruebas realizadas sobre el Sistema de reconocimiento fa-
cial por medio de inteligencia artificial arrojaron un rango de acierto
superior al 93%.

Incluso el software puede mantener su elevado nivel de precisién
aunque la persona intente modificar su apariencia visual por medio
del uso de barba, bigote, cambios de corte de pelo, empleo de acceso-
rios como anteojos, sombreros, gorras, capuchas, etcétera.26

El sistema de reconocimiento facial de préfugos (SRFP) a través de
inteligencia artificial fue puesto en servicio operativo el miércoles, 24
de abril de 2019, y tal es su nivel de precision que tan sélo a las 24 ho-
ras de su funcionamiento, el jueves 25 de abril, la Policia de la Ciudad
“logré identificar a 11 profugos de la Justicia y detener a siete de ellos”*

En la primera jornada de debut del sistema de reconocimiento fa-
cial de préfugos (SRFP) a través de inteligencia artificial, la vigilancia
electrénica estuvo centrada en las estaciones de subte y traza vehicular
del Metrobus de la Avenida 9 de Julio. El sistema tiene la capacidad de
reconocer 750 rostros en simultaneo, lo cual lo hace sumamente idéneo
y eficiente para detectar préfugos y rebeldes en lugares con alto nivel de
concentracion de personas como estaciones de subtes trenes, paradas de
autobuses, terminales portuarias o aeropuertos. El sistema de reconoci-
miento facial de préfugos (SRFP), una vez identificado el sospechoso o
rebelde, emite un alerta a los funcionarios encargados de las cimaras de
vigilancia y a su vez también envia la informacién a los teléfonos celula-
res inteligentes (Smartphone) de los agentes policiales geolocalizados en
mayor proximidad al sujeto identificado para coordinar el arresto.

A fin de evitar la vigilancia electrénica masiva de ciudadanos de la
Ciudad Auténoma de Buenos Aires (CABA), el sistema de reconocimien-
to facial de préfugos (SRFP) por medio de inteligencia artificial solamen-
te identifica o reconoce los rostros de personas incorporadas a la base de
datos del Co.Na.R.C. (Consulta Nacional de Rebeldias y Captura).

Los funcionarios publicos encargados del sistema de vigilancia
electrénica mediante reconocimiento facial de préfugos (SRFP) asis-
tido por IA poseen el deber de confidencialidad, y la insercién de da-
tos o imagenes, revelacién de datos o acceso ilegitimo a este sistema

26. Idem.
27. Idem.
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serd una conducta tipica de violacién a una base de datos personales
(Art. 157 bis CPN).

El empleo del sistema de vigilancia electrénica mediante recono-
cimiento facial asistido por IA —para el seguimiento de personas no
incluidas en la base de datos del Co.Na.R.C. (Consulta Nacional de
Rebeldias y Captura)- serd considerado como una accién que puede
encuadrar en alguno de los Delitos contra la Privacidad y Violacion
de Secretos, constituyendo ese obrar un claro accionar de inteligencia
ilegal sobre el ciudadano.

El sistema de vigilancia electrénica mediante reconocimiento
facial de préfugos asistido por inteligencia artificial se complementa
con: 1.- El Sistema de reconocimiento electrénico de patentes, 2.- El
Sistema Publico Integral de Videovigilancia, y, 3.- La aplicacién Mi Ar-
gentina App.*®

El sistema de reconocimiento facial de préfugos (SRFP) fue mejo-
rado durante el 2020, a raiz de la Pandemia de Coronavirus COVID-19,
pues a las cAmaras con reconocimiento facial se le ha sumado la capa-
cidad de deteccién infrarroja de temperatura.”

Las camaras térmicas dotadas de un software con inteligencia arti-
ficial (IA) permiten medir la fiebre a 20 personas a la vez, sin contacto
fisico, y con un margen de error menor a 0,3° grado celsius.

Las cimaras térmicas con IA son producidas por la empresa china
Huawei. Para medir la temperatura de una persona sin contacto fisico,
las camaras cuentan con un lente 6ptico, que identifica figuras huma-
nas, y otro lente térmico que detecta la temperatura y la hace visible
para el ojo humano.**También estdn instaladas en el aeropuerto inter-

28. La aplicacién Mi Argentina viene a renovar la portabilidad digital de documen-
tacién esencial para los ciudadanos, como los son: 1.- el DNI, 2.- el Pasaporte, 3.- la
Constancia de CUIL, 4.- el Certificado anico de discapacidad, s5.- la credencial de
transplantado y 6.- licencias de conducir.

Por medio de la aplicacién podrin ser visualizados en los controles policiales todos
estos documentos, incluso sin la necesidad de poseer conectividad. Se sugiere ver el
sitio oficial del Estado Nacional www.argentina.gob.ar/aplicaciones-moviles.

29. Sueiro, Carlos Christian, Vigilancia electronica asistida por inteligencia artificial (IA),
Buenos Aires, Editorial Hammurabi, 2020.

30. “Coronavirus: Como funcionan las cimaras con inteligencia artificial que se insta-
laron en Ezeiza”, Radio Mitre, 13/03/2020. Disponible en: https://radiomitre.cienradios.
com/coronavirus-como-funcionan-las-camaras-con-inteligencia-artificial-que-insta-
laron-en-ezeiza/ [Fecha de consulta: 01/03/2024].
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nacional de Ezeiza.* Se suman otras cimaras térmicas colocadas en
las estaciones de trenes de las estaciones Constitucién, Retiro y Once,
las cuales se complementan con otras TIC tales como: 1.- La aplicacién
COVID 19 (COVID App); 2.- El sistema de reconocimiento facial me-
diante inteligencia artificial instalado por el Gobierno de la Ciudad
Auténoma de Buenos Aires en abril de 2019; 3.- Los arcos de deteccién
de patentes de vehiculos que permiten establecer un trazado digital de
la trayectoria realizada por el automotor.

Asimismo, se agrega el sector privado que actda en cooperacién
asimétrica con el Estado Nacional. Asi pueden mencionarse: 1.- Las
empresas prestadoras de servicios de Internet y telefonia mévil que, a
requerimiento de la autoridad estatal, pueden brindar datos de geoloca-
lizacién en tiempo real de la persona que porta el celular; 2.- Las empre-
sas de recuperacién de vehiculos robados o rastreo de personas.**

En noviembre de 2020, por medio de la Ley N° 5688 de la Ciudad
Auténoma de Buenos Aires, al Sistema de Reconocimiento Facial de
Préfugos se le adicionaron otros dos sistemas de policia predictiva,
siendo ellos: 1.- El Sistema Preventivo y el Sistema Forense. 2.- El Sis-
tema Integral de Seguridad Publica citadino.

Una de las problemadticas durante la Pandemia de Coronavirus
COVID-19 radicé en el hecho de que el Sistema de Reconocimiento
Facial de Préfugos (SRFP) fue empleado para reconocer a todos los
ciudadanos que ingresaban o egresaban de la Ciudad Auténoma de
Buenos Aires, a fin de hacer efectivo las politicas de Aislamiento So-
cial, Preventivo y Obligatorio (ASPO) y Distanciamiento, Social, Pre-
ventivo y Obligatorio (DISPO).

Esto implicaba que el sistema de reconocimiento facial ya no solo
accedia a la base de datos de CONARC (Consulta Nacional de Rebel-
dias y Captura), sino a la base de datos del Registro Nacional de las
Personas (RENAPER).

31. TELAM, “Colocan camaras infrarrojas de control de temperatura en Ezeiza”,
12/03/2020. Disponible en: https://www.telam.com.ar/notas/202003/440307-coro-
navirus-ezeiza-camaras-infrarrojas-control-temperatura.html [Fecha de consulta:
01/03/2024].

32. LoJack Argentina estd usando los rastreadores de los autos para denunciar que sus
clientes no cumplen con la cuarentena. Para ello utilizan Lo Jack en los automéviles y
Strix para el rastreo de personas.
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Esta desnaturalizacién de su funcién original generd desde fina-
les del afio 2020 muchas controversias que duran hasta nuestros dias.

Esta expansion de las funciones de reconocimiento facial masivo
de la ciudadania no suscité un fuerte interés o debate en la opinién
publica en general.

Si debe destacarse que existen algunas organizaciones no guberna-
mentales (ONG) que resultan criticas respecto a falsos positivos, mul-
tiples fallas y errores en la deteccién de personas sin antecedentes que
presentaban semejanzas faciales con personas en situacién de rebeldia,
a las cuales se demoré como consecuencia del error del Sistema de Re-
conocimiento Facial de Préfugos (SRFP) de la Ciudad de Buenos Aires.

Con posturas criticas hacia el Sistema de Reconocimiento Facial
de Préfugos (SRFP), podemos referir a la Asociacién de Derechos Ci-
viles (ADC), la cual —al implementarse el sistema— presentd una accién
declarativa de inconstitucionalidad contra el Gobierno de la Ciudad de
Buenos Aires bajo el argumento de que

... el reconocimiento facial, cuando se aplica con fines de vigilancia poli-
cial, se convierte en una tecnologia desproporcionada que, ademds de no
contar con las bases legales apropiadas, afecta gravemente los derechos
y las garantias constitucionales de todas las personas que desarrollan su
vida en la ciudad. ®

El sistema también fue fuertemente cuestionado por otras orga-
nizaciones no gubernamentales (ONG) como es el caso del Observato-
rio de Derecho Informatico de Argentina (O.D.L.A.).*

El Observatorio de Derecho Informatico Argentino (O.D.L.A.) pre-
sentd una accién de amparo contra el Gobierno de la Ciudad Auténoma
de Buenos Aires en los términos del art. 14 de la Constitucién CABA y
las Leyes N° 2145 y N° 104, ante el Juzgado de 1° instancia en lo Conten-
cioso Administrativo y Tributario N° 32, Secretaria N° 45, de la CABA.

33. Asociacién por los Derechos Civiles, “El reconocimiento facial para vigilancia
no pertenece a nuestro espacio publico”, 06/11/2019. Disponible en: https://adc.org.
ar/2019/11/06/el-reconocimiento-facial-para-vigilancia-no-pertenece-a-nuestro-espa-
cio-publico/ [Fecha de consulta: 01/03/2024].

34. “Por qué comprar un router Wi-Fi 6 y complementar al que las operadoras instalan
de serie”, en Webedia Brand Services, 18/12/2020. Disponible en: https://odia.legal/ [Fe-
cha de consulta: 01/03/2024].
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Eljuzgado hizo parcialmente lugar ala demanday condené al Go-
bierno de la Ciudad Auténoma de Buenos Aires (GCBA) a que comple-
te la informacién ofrecida al Observatorio, en relacién a la resolucién
398/MJYSGC/2019, la cual aprobé la implementacién del Sistema de
Reconocimiento Facial de Préfugos (SRFP) en el ambito de la Ciudad
Auténoma de Buenos Aires (CABA) .3

El Observatorio de Derecho Informatico Argentino (O.D.L.A.) pre-
sentd una accién de amparo de acceso a la informacién publica que
consistia en setenta y siete (77) preguntas, las cuales intentaban arrojar
luz sobre el tipo de tecnologia implementada y el funcionamiento en su
conjunto del sistema de reconocimiento facial de préfugos (SRFP).

El universo de preguntas efectuadas, se dio respuesta parcial-
mente a ellas.

Asi pueden distinguirse dos grupos de preguntas: 1.- Grupo de
preguntas al que se le brind6 una respuesta parcial, y 2.- grupo de con-
sultas o preguntas al que no se le otorgd respuesta alguna.

Se otorgd una respuesta parcial a las siguientes consultas: 1.- con-
sultas sobre cifrado de informacién y privacidad, 2.- alcance del reco-
nocimiento facial, 3.- registro y archivo de informacién de menores
de edad, 4.- alcance del convenio con la base de datos del RENAPER,
5.- funcionalidad de aparatos de repeticidn y alerta, 6.- método de de-
teccion de rostros de personas condenadas, 7.- Nivel de precision en la
deteccion de rostros, 8.- auditoria independiente del Software.

Mientras que, a criterio del magistrado a cargo, no se dio respues-
ta alguna a los siguientes interrogantes formulados: 1.- Cudles son los
protocolos de seguridad y confiabilidad de las capturas de imagenes
faciales, 2.- Auditoria de borrado de datos, 3.- Identificacién de perso-
nas no incorporadas a las bases de datos de CONARC y Registro Nacio-
nal de Reincidencia, 4.- Deteccién del porcentaje de falsos positivos,
5.- Determinacién de agentes que reciben informacién confidencial.*

35. CCAyT CABA, “Observatorio de Derecho Informatico Argentino O.D.I.A. ¢/GCBAs/
Acceso a la Informacién”, Expte. N° 182908/2020, 20/05/2020.

36. Vergara Vacarezza, Diego Alonso; Gamarra Calello, Santiago, Sistema de reconoci-
miento facial en el proceso penal Anotacion al fallo “Observatorio de Derecho Informdtico Ar-
gentino O.D.I.A ¢ GCBS S/Acceso a la informacion”, Buenos Aires, Editorial Hammurabi,
2021, pp. 447y 477.
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Le decisién judicial considerd que la parte demandada dio res-
puesta a la mayoria de las preguntas formulada por la actora, tanto en
sede administrativa como durante la tramitacion de la causa.””

Posteriormente, el 12 de abril de 2022, el Juez a cargo del Juzgado
de 1ra Instancia en lo Contencioso Administrativo y Tributario N° 2,
Dr. Roberto Gallardo, a través del fallo N° 783420/2022 “Observatorio
de Derecho Informatico Argentino O.D.L.A. Sobre otros procesos in-
cidentales - Amparo — Otros”,*® dispuso la suspensién del sistema de
reconocimiento facial de préfugos (SRFP).»

La decisién del titular a cargo del Juzgado de 1ra Instancia en lo
Contencioso Administrativo y Tributario N° 2, Juez Roberto Gallardo,
fue en respuesta a una accién de amparo de solicitud de informacién
publica, solicitada en el afio 2019 por el Observatorio de Derecho Infor-
matico Argentino (O.D.I.A.) y que recibid el apoyo posterior del Centro
de Estudio Legales y Sociales (CELS).

Se afirma en la sentencia que el sistema de reconocimiento facial
de préfugos (SRFP), no solo contaba con informacion de los préfugos
por medio de la base de Consulta Nacional de Rebeldias y Captura (CO-
NARC), sino que el Registro Nacional de las Personas (RENAPER) le
habia entregado al Ministerio de Seguridad y Justicia de la Ciudad Au-
ténoma de Buenos Aires (MJySCABA) datos de otros ciudadanos que
no poseian antecedentes penales y cuya finalidad legal no resulta clara.

Debe destacarse que el debate en la comunidad académica y
cientifica, en torno al sistema de reconocimiento facial de préfugos
(SRFP), se encuentra en una etapa inicial y comienzan a publicarse los
primeros trabajos en torno al tema en libros y revistas juridicas.

37. CCAyT CABA, “Observatorio de Derecho Informatico Argentino O.D.I.A. ¢/GCBA s/
Acceso a la Informacién”, Expte. N° 182908/2020, 20/05/2020.

38. CCAyT CABA “Observatorio de Derecho Informatico Argentino O.D.L.A. Sobre
otros procesos incidentales - Amparo — Otros”, Expte. N° 182908/2020, 20/05/2020.
39. “Otro fallo judicial polémico: suspenden el sistema de reconocimiento facial de la
Ciudad Auténoma de Buenos Aires”, Diario Clarin, 12/04/2022. Disponible en: Otro fa-
llo judicial polémico: suspenden el sistema de reconocimiento facial en la Ciudad de
Buenos Aires (clarin.com) [Fecha de consulta: 01/03/2024].

40. Riquert, Marcelo; Sueiro, Carlos Christian, “Sistema Penal e Informdtica”, Buenos
Aires, Editorial Hammurabi, 2018. Como asi también en la obra de Danesi, Cecilia,
“Inteligencia artificial, tecnologias emergentes y derecho. Reflexiones interdiscipli-
narias”, Buenos Aires, Editorial Hammurabi, 2020.
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Lo cierto, es que el sistema de reconocimiento facial de préfu-
gos (SRFP), pese a su momentanea suspension judicial, es un modelo
que tiende a replicarse en otras provincias de la Reptblica Argenti-
na, como modelo de seguridad urbana orientado al campo de la po-
licia predictiva.

Otros sistemas de reconocimiento facial asistidos por IA

Ademais del Sistema de Reconocimiento Facial de Préfugos (SRFP)
de la Ciudad Auténoma de Buenos Aires (CABA), en la década pasada
y en los primeros tres afios de la década en curso, otras jurisdicciones
provinciales han introducido sistemas de reconocimiento facial como
mecanismo de policia predictiva.

La Asociacién por los Derechos Civiles (ADC) ha relevado la incor-
poracién de sistemas de reconocimiento facial en cinco (5) provincias,
siendo ellas Buenos Aires, Cordoba, Mendoza, Saltay Santa Fe; y en al
menos ocho (8) ciudades del pais, ademas de la Ciudad Auténoma de
Buenos Aires (CABA).

Veamos muy brevemente estos sistemas de reconocimiento facial
como mecanismo de policia predictiva.

Provincia de Buenos Aires

En la Provincia de Buenos Aires al menos tres (3) ciudades han
implementado sistemas de reconocimiento facial bajo la modalidad
de policia predictiva.

«  Municipio de Tigre

En el afio 2019 comenzaron las tratativas para la implementacién
de un sistema de reconocimiento facial con fines de seguridad urbana,
el cual se hizo operativo en el aho 2020 durante la Pandemia de Coro-
navirus COVID-19.

El sistema utiliza un software desarrollado por la empresa tecno-
légica NEC, el cual mediante un algoritmo asistido por inteligencia
artificial (IA) permite la identificacién de personas con antecedentes
penales, o bien, que se encuentren perdidas o extraviadas.

El sistema de reconocimiento facial con fines de seguridad urba-
na, incorpord diez (10) nuevas cimaras en puntos estratégicos del mu-
nicipio con capacidad de reconocimiento facial en tiempo real.
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El sistema de reconocimiento facial con fines de seguridad urba-
na es integramente monitoreado desde el Centro de Operaciones de
Tigre (COT).*#

« Partido de La Matanza

En el afio 2020 el Poder Ejecutivo municipal, con apoyo del Ministe-
rio de Seguridad de la provincia de Buenos Aires, comenzd con la imple-
mentacion gradual y progresiva de un sistema de reconocimiento facial
con fines de seguridad urbana, del cual no se han brindado detalles res-
pecto del software que utiliza asistido por inteligencia artificial, ni se han
especificado sus capacidades de reconocimiento y deteccidn.”

« Ciudad de Mar del Plata

El Concejo Deliberante de la Ciudad de Mar del Plata aprobé en
agosto de 2022 la iniciativa del Poder Ejecutivo municipal de incorpo-
racién de un software asistido por inteligencia artificial (IA).

Se trataria de un software que no solo permitiria la identificacién
facial, sino también la deteccién dindmica de conductas compatibles
con la ejecucion de hechos delictivos, incrementando asi la capacidad
predictiva de las fuerzas de seguridad de la ciudad marplatense.

Desgraciadamente, la informacién brindada por el Poder Ejecuti-
vo municipal en relacién al sistema de reconocimiento facial con fines
de seguridad urbana es sumamente escasa.”

Cérdoba

El gobierno de Cérdoba implementé en octubre del afio 2019 un
Sistema de Reconocimiento Biométrico (SRB) en el marco del plan es-
tratégico de seguridad.

El Sistema de Reconocimiento Biométrico (SRB) utiliza un
software de reconocimiento facial asistido por inteligencia artificial
que no ha sido explicitado o dado a conocer por las autoridades.

41. Sistema de Reconocimiento Facial del Municipio de Tigre, “Con mi cara no”, Asocia-
cién por los Derechos Civiles (ADC). Disponible en: https://conmicarano.adc.org.ar/
[Fecha de consulta: 01/03/2024].

42. Ibidem, partido de La Matanza.
43.Ibidem, Ciudad de Mar del Plata.
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Elsistema emplea un grupo de cimaras fijas instaladas en puntos
estratégicos y cimaras moviles instaladas en patrulleros de la policia
de Cérdoba.

El gobierno de la provincia de Cérdoba se ha negado a brindar
informacién y no dado respuesta alguna a dos pedidos de acceso a la
informacién publica.*

Mendoza

En el afio 2017 el gobierno de la provincia de Mendoza propuso en
el marco de un plan estratégico de seguridad la implementacién de un
sistema de reconocimiento facial.

A mediados del aho 2019 comenzé la incorporacién de software
asistido por inteligencia artificial (IA) en las cdmaras de los méviles
policiales de Mendoza.

Las autoridades provinciales se negaron a brindar informacién
sobre el hardware y software utilizado por el sistema de reconocimiento
facial, bajo el pretexto de que ello podria afectar la seguridad del siste-
ma y explicitar vulnerabilidades.*

Salta

El gobierno de la provincia de Salta implement6, desde comien-
zos del afio 2018 y hasta fines del afio 2019, un sistema de reconoci-
miento facial que abarca toda la provincia.

Bajo el proyecto denominado “Salta inteligente”, se instalaron mil
cuatrocientas (1400) camaras con capacidad de reconocimiento facial
alolargo de toda la provincia.

Las camaras fueron instaladas en sitios estratégicos de la Ciudad
de Salta, tales como la Zona del Cabildo, la peatonal Florida, y alo largo
de la provincia en Aeropuertos, terminales de émnibus, estaciones de
tren, proximidad de hospitales.*

44. Ibidem, Provincia de Cérdoba.
45. Ibidem, Provincia de Mendoza.
46. Ibidem, Provincia de Salta.
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Santa Fe

Durante la Pandemia de Coronavirus COVID-19, mds precisamen-
te en noviembre de 2020, el Ministerio de Seguridad de la Provincia de
Santa Fe anunci6 la implementacién de un Sistema de Reconocimien-
to Facial en la ciudad de Rosario, la cual en la actualidad se ve sumida
en el caos de la narco-criminalidad, contando con la mayor tasa de ho-
micidios al afo en todo el pais.

El gobierno nacional se comprometié a incrementar el gasto pa-
blico en materia de seguridad, a fin de que en el afio 2021 el sistema de
reconocimiento facial estuviera operativo.*”

Sin embargo, a la fecha, el sistema de reconocimiento facial de la
Ciudad de Rosario no se ha concluido.

Marco legal en la Republica Argentina para la
implementacion de sistemas informaticos asistidos
por inteligencia artificial (1A)

En relacién a la regulacién legal de la inteligencia artificial en la
Republica Argentina, debe aclararse que en el sistema normativo ar-
gentino no existe una ley que defina inteligencia artificial, policia pre-
dictiva o justicia predictiva.

A la fecha no se encuentra regulada especificamente en los cé-
digos procesales penales federales de la Republica Argentina, siendo
ello una materia pendiente teniendo en consideracién que, desde la
incorporacién al ordenamiento nacional del Convenio de Ciberdelin-
cuencia de Budapest, el 22 de noviembre de 2017, por medio de la Ley
N° 27411, corresponde por mandato constitucional y convencional,
adecuar el régimen procesal penal a los requerimientos de la secciéon
segunda de dicho convenio.

En el andlisis a nivel procesal penal de la inteligencia artificial
(IA), resulta sumamente logico y sensato, desde una perspectiva histé-
rica comprender que el primer Cédigo Procesal Penal de la Nacién, no
contemplara esta materia.

47. Ibidem, Ciudad de Rosario.
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El primer Cédigo de forma en materia penal de la Reptublica Ar-
gentina, el Codigo de Procedimiento en Materia Penal (Ley N° 2372)*
sancionado el 4 de octubre de 1888, y vigente hasta el afo 1991, fue
un C6digo Procesal Penal que implementaba un sistema de enjuicia-
miento inquisitivo.

Durante la mayor parte de su periodo de vigencia las tecnologias
de la informacién y la comunicacién (TIC) ni siquiera se habian desa-
rrollado, con lo cual resulta materialmente imposible la previsién de
este tipo de prueba.

Respecto al segundo C6digo procesal en materia penal de nuestra
Nacidn, el Cédigo Procesal Penal de la Nacion de la Reptblica Argen-
tina (Ley N° 23984),* vigente desde 1991 hasta la actualidad, tampoco
contempld la introduccién de ninguna definicion de inteligencia arti-
ficial (IA), policia predictiva o justicia predictiva.

La raz6n de que al momento de su sancién, promulgacién y pues-
ta de entrada en vigencia, no se hayan incorporado al titulo de medios
de prueba a la evidencia digital, obedece a que las TIC recién por la
década de los 90 del pasado siglo XX estaban comenzando a ser cono-
cidas. Considérese que recién a partir del afio 1996, como consecuencia
del arribo de Internet a nuestro pais, comienzan a debatirse los prime-
ros Proyectos de Ley sobre la incorporacién de tipos penales al Cédigo
Penal de la Nacién relacionados con la Criminalidad Informatica.

De modo que, hasta el momento, nos hemos manejado con el cri-
terio normativo de amplitud probatoriayla veracidad o seriedad de las
pruebas de esa naturaleza o las adquiridas por medio de IA, han sido
aceptadas y su valor probatorio dependera del examen de peritos o ex-
pertos que las doten de autenticidad y seriedad. Es decir, se admite
este tipo de pruebas como cualquier otra, de acuerdo a los principios
de libertad probatoria y sana critica racional.

El nuevo Cédigo Procesal Penal Federal (Ley N° 27063 modificado
por Ley N° 27482), no ha introducido ninguna regulacién especifica so-
bre nuevos medios de prueba puntuales destinados a la obtencién de
prueba digital alojada en diversos dispositivos electrénicos o equipos

48. Ley N° 2372, C6digo de Procedimiento en Materia Penal, sancionada el 04/10/1988
y promulgada el 01/01/1989.

49. Ley N° 23984, Codigo Procesal Penal de la Nacién, sancionada el 21/08/1991 y pro-
mulgada el 04/09/1991.
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informaticos, siendo ello una materia pendiente hasta nuestros dias.
Solo hace una referencia muy genérica a la incautacién de datos en su
articulo 151.%°

Por consiguiente, menos atin se han incorporado normas destina-
das a la regulacién de la inteligencia artificial como medio de obten-
cién de prueba en la administracién de justicia.

La mayoria de las provincias de la Reptblica Argentina, teniendo
en consideracién de que cada una de ellas estan facultadas a dictar su
propio cédigo procesal penal, hasta la fecha tampoco han adecuado su
legislacién procesal penal a los requerimientos del Convenio de Ciber-
delincuencia de Budapest (2001); el cual, como ya se menciond, se in-
corpord a nuestro ordenamiento juridico por medio de la Ley N° 27411
el 22 de noviembre de 2017.

Si bien el Convenio de Ciberdelincuencia de Budapest fue toma-
do como principio rector a nivel nacional para la reforma integral al
Cédigo Penal de la Nacién en materia de criminalidad informatica,
realizada en el afo 2008, a través de la Ley N° 26388, no menos cier-
to resulta que hasta el momento no se ha tenido en consideracién la
seccién segunda del convenio, para efectuar una reforma en materia
procesal penal que permita la regulacién de la prueba digital y de los
medios de prueba especificos para su obtencién, recoleccién, peritaje
y conservacion, ni a nivel nacional y tampoco masivamente por parte
de las provincias.

50. Art. 151 CP “El juez podrd ordenar a requerimiento de parte y por auto fundado, el
registro de un sistema informatico o de una parte de éste, o de un medio de almace-
namiento de datos informdticos o electrénicos, con el objeto de secuestrar los com-
ponentes del sistema, obtener copia o preservar datos o elementos de interés para la
investigacién, bajo las condiciones establecidas en el articulo 136.

Regiran las mismas limitaciones dispuestas para el secuestro de documentos.
Elexamen de los objetos, documentos o el resultado de la interceptacién de comunica-
ciones, se hard bajo la responsabilidad de la parte que lo solicit6. Una vez secuestrados
los componentes del sistema, u obtenida la copia de los datos, se aplicardn las reglas
de aperturay examen de correspondencia.

Se dispondra la devolucién de los componentes que no tuvieran relacién con el proceso
y se procedera a la destruccién de las copias de los datos. El interesado podrd recurrir al
juez para obtener la devolucién de los componentes o la destruccién de los datos”.
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Talesasiquelasprovinciasde BuenosAires,* Catamarca,*Chaco,*
Chubut,** Cérdoba,” Entre Rios,*® Formosa,” Jujuy,”® La Pampa,* La
Rioja,*® Mendoza,” Misiones,® Salta,®® San Juan,* San Luis,” Santa
Cruz,* Santa Fe,* Santiago del Estero® y Tierra del Fuego;* no han
regulado nuevos medios de prueba propios de la era digital, para per-
mitir la adquisicién de evidencia electrénica por medio de inteligencia
artificial (IA), policia predictiva o justicia predictiva.

Todos estos cddigos procesales penales de las provincias previa-
mente mencionadas suelen recurrir al principio de libertad probatoria,
para permitir la aplicacién analégica de un medio de prueba propio de
la prueba fisica, para lograr la obtencién de evidencia digital, lo cual
debe ser atendido con cuidado, porque puede afectar las garantias
constitucionales y convencionales de los imputados, tales como los
derechos a la privacidad, intimidad, derecho a la autodeterminacién

51. Ley N° 11922, C6digo Procesal Penal de la Provincia de Buenos Aires.

52. Ley N° 5097, Codigo Procesal Penal de la Provincia de Catamarca, sancionada en
San Fernando del Valle de Catamarca el 03/07/2023.

53. Ley N° 4538, Codigo Procesal Penal de Chaco, sancionada el 04/11/1998.

54. Ley N° 5478, Codigo Procesal Penal de Chubut.

55. Ley N° 8123, C6digo Procesal Penal de Cérdoba, sancionada el 05/12/1991.

56. Ley N° 9754, Procesal Penal de Entre Rios, sancionada el 09/01/2007.

57. Ley N° 696/87, Codigo Procesal Penal de la provincia de Formosa.

58. Ley N° 5623, Codigo Procesal Penal de la provincia de Jujuy, sancionada el 05/11/2009.

59. Ley N° 332, ordenada y concordada por la Ley N° 713/95, Cédigo Procesal Penal de
la provincia de La Pampa.

60. Ley N° 8774, Cddigo Procesal Penal de la provincia de La Rioja.

61. Ley N° 6730, C6digo Procesal Penal la provincia de Mendoza. No obstante la pro-
vincia de Mendoza hace tres afios comenzd con un proyecto de reforma a los efectos
de incorporar medios de prueba orientados a la obtencién de evidencia electrénica.

62. Ley N° 14, Cdédigo Procesal Penal de la provincia de Misiones, sancionada el
10/10/2013.

63. Ley N° 7690, Cédigo Procesal Penal de la provincia de Salta, o1/11/2011.

64. Ley N° 754, Codigo Procesal Penal de la provincia de San Juan.

65. Ley N° 5724, Codigo Procesal Penal de la provincia de San Luis.

66. Ley N° 2424, Cddigo Procesal Penal de la provincia de Santa Cruz.

67. Ley N° 12734, C6digo Procesal Penal de la provincia de Santa Fe.

68. Ley N° 6941, C6digo Procesal Penal de la provincia de Santiago del Estero.

69. Ley N° 168, Cédigo Procesal Penal de la provincia de Tierra del Fuego, sancionada
el 19/08/1994.
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informativa, derecho al anonimato, defensa en juicio del acusado, y
prohibicién de no autoincriminacién forzada.

Solamente los cddigos procesales penales de las provincias de
Corrientes (Ley N° 6518), Neuquén (Ley N° 2784),” Rio Negro (Ley
N° 5020)”*y Tucuman (Ley N° 8933),” han incorporado la prueba digital
y nuevos medios de prueba propios y especificos de la era digital para
su correcta obtencidn; pero pese a su actualizacién, no han introducido
ninguna norma referente a la implementacién de sistemas informaticos
asistidos por inteligencia artificial (IA) en la administracién de justicia.

Sin embargo, pese a no existir hasta la fecha una ley especifica que
regule la implementacion de inteligencia artificial (IA) en la adminis-
tracion de justicia en materia penal, todo sistema informatico asistido
por inteligencia artificial (IA) que se introduzca en la administracién
de justicia en calidad de policia predictiva o justicia predictiva, debe
respetar las garantias prevista en la Constitucién Nacional, las Con-
venciones y Tratados de Derechos Humanos, los principios plasmados
en El Convenio de Ciberdelincuencia de Budapest (Ley N° 27411) y con
la Ley de Proteccién de Datos Personales (Ley N° 25326).

No obstante, no basta con aclarar y reiterar que la inteligencia arti-
ficial (1A) aplicada en la administracién de justicia penal —pese a no estar
regulada ain legal y normativamente- debe ser respetuosa de la Cons-
titucién Nacional, las Convenciones y Tratados de Derechos Humanos,

70. Ley N° 6518, Codigo Procesal Penal de Corrientes, sancionada 07/11/2019. Este
c6digo reguld los siguientes medios de prueba para la adquisicién de prueba digital:
1.- Vigilancia de las comunicaciones (Art. 216); 2.- Vigilancia remota sobre equipos in-
formaticos (Art. 217); 3.- Vigilancia actstica (Art. 218); 4.- Vigilancia a través de capta-
cién de imdgenes (Art. 219); y 5.- Vigilancia por seguimiento y localizacién (Art. 220).
71. Ley N° 2784, Cddigo Procesal Penal de Neuquén. Este c6digo posee una regulacién
genérica de la prueba digital, efectuado en tres articulos, ellos son: 1.- comunicaciones
(Art 150); 2.- interceptaciones telefénicas (Art 151); 3.- informacién digital (Art. 153).
72. Ley N° 5020, Cédigo Procesal Penal de Rio Negro. Al igual que el Cédigo de Neu-
quén posee una regulacién genérica de la evidencia electrénica efectuada en a través
de tres articulos 1.- Comunicaciones (Art. 145 del CPPRN); 2.- interceptaciones telefé-
nicas (Art. 146 CPPRN), y 3.- incautacién de datos (Art. 148 del CPPRN).

73. Ley N° 8933, C6digo Procesal Penal de Tucumdn, sancionada 20/10/2016. Al igual
que el Codigo de Rio Negro regul la prueba digital en tres articulos. Ellos son:
1.- Comunicaciones (Art. 196 del CPPT); 2.- Apertura y examen de correspondencia.
Secuestro. (Art. 197 del CPPT); 3.- Interceptaciones telef6nicas (Art. 198 del CPPT); y
4.- Informacidn digital e incautacién de datos (Art. 199 del CPPT).
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los principios plasmados en El Convenio de Ciberdelincuencia de Buda-
pest (Ley N° 27411) y con la Ley de Proteccién de Datos Personales (Ley
N° 25326); sino que resulta indispensable establecer cudles son los requi-
sitos juridicos, éticos y técnicos para operar sistemas informaticos asisti-
dos por inteligencia artificial (IA) en la administracién de justicia penal.

Requisitos para la validacion legal de sistemas
informaticos asistidos por inteligencia artificial (1A)
en la administracion de justicia

Frente al avance exponencial y avasallador de la inteligencia arti-
ficial aplicada en el campo del Derecho Penal y del Derecho Procesal
Penal, y su implementacion en la administracion de justicia nacional
por medio de sistemas informaticos asistidos por algoritmos controla-
dos por IA, resulta indispensable comenzar a establecer qué requisitos
deben cumplir para entender que esos sistemas informaticos asisti-
dos por inteligencia artificial, cumplen con Constitucién Nacional,
las Convenciones y Tratados de Derechos Humanos, los principios
plasmados en El Convenio de Ciberdelincuencia de Budapest (Ley
N°27411) y con la Ley de Proteccidén de Datos Personales (Ley N° 25326).

A nivel internacional ya se ha comenzado a trabajar en pautas
rectoras para la introduccién de inteligencia artificial fiable, siendo
Europa un ejemplo de ello.

La Unién Europea, por medio de la Comisién Europea, elabord
“Directrices éticas para una IA fiable”, creadas por el “Grupo indepen-
diente de expertos de alto nivel sobre inteligencia artificial” en junio
de 2018.

De conformidad con las “Directrices éticas para una IA fiable”,

la fiabilidad de la inteligencia artificial (IA) se apoya en tres compo-
nentes que deben satisfacer a lo largo de todo el ciclo de vida: a) la IA
debe ser licita, es decir cumplir con todas las leyes y reglamentos apli-
cables; b) ha de ser ética, de modo que garantice el respeto de los prin-
cipios y valores éticos; y c) debe ser robusta, tanto desde el punto de
vista técnico como social.™

74. UE, Directrices éticas para una IA fiable, Bruselas, Comisién Europea, 2019, p. 2.
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Los tres componentes referidos: 1.- IA legal; 2.- IA ética; y IA ro-
busta, l6gicamente comprenden subprincipios rectores.

1. LalAlegal implica que los sistemas de inteligencia artificial no
operan en un mundo sin leyes. Por el contrario. Esta tecnologia
debe adaptarse y adecuarse a los derechos humanos receptados
por tratados, convenciones y pactos internacionales.”

2. La IA ética conlleva que esta tecnologia debe respetar los
principios de: 1. Respeto a la dignidad humana; 2.- libertad
individual; 3.- respeto de la democracia, la justicia y estado de
Derecho; 4.- igualdad, no discriminacién y solidaridad; 5.-de-
rechos de los ciudadanos.”

3. LaIA robusta, implica que el sistema debe funcionar de ma-
nera segura y fiable.

Habiendo aclarado que toda inteligencia artificial debe presentar
una fiabilidad legal, ética y técnica, es menester individualizar qué re-
quisitos especificos debe cumplir un sistema informatico asistido por
inteligencia artificial (IA) que desee implementarse en la administra-
cién de justicia penal, a fin de no resultar contrario a los principios
constitucionales o garantias convencionales previstas en los tratados
de derechos humanos.

Requisitos para la validacién legal de sistemas informaticos
asistidos por inteligencia artificial (IA) en la administracion
de justicia penal

Relevancia de la foma de decisién humana y empleo subsidiario del sistema
informatico asistido por inteligencia artificial

Los sistemas informaticos asistidos por inteligencia artificial
(IA) en la administracién de justicia penal, tanto en el drea de “policia
predictiva” como de “justicia predictiva”, no deben suplir o reemplazar
la toma de decisién humana.”

75. Ibidem, pp.11-12.

76. Ibidem, pp.11-14.

77. Sprenger, Johanna; Brodowski, Dominik, “Predictive Policing’, ‘Predictive Justice’,
and the use ‘Artificial Intelligence’ in the Administration of Criminal Justicie in Ger-
many”, Asociacién Internacional de Derecho Penal (AIDP), Navarra, Editorial Aranzadi,
2023, p. 33.
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Los magistrados, funcionarios, empleados de la administracién
de justicia, y los miembros de las fuerzas de seguridad, no deben se-
guir ciegamente y acriticamente los resultados automatizados arroja-
dos por el sistema informdtico asistido por inteligencia artificial (IA).

La decision siempre debe depender de un ser humano, sea un
juez, fiscal, defensor, oficial de policia, el cual realice una tarea de su-
pervision de los resultados automatizados arrojados por el sistema in-
formatico asistido por inteligencia artificial (IA).

El sistema informatico asistido por inteligencia artificial (IA) im-
plementado en el drea de “policia predictiva”, o bien de “justicia predic-
tiva”, no pude constituir el inico medio de prueba para la toma de una
decision, y sus resultados deben ser confirmados por otros métodos, lo
cual permita mantener la toma de decisién en manos del magistrado
o agente de prevencién, y no depender en su totalidad de un resultado
automatizado brindado por sistema algoritmico asistido por IA.

Ello en consonancia con las “Directrices éticas para una IA fiable”,
que requieren dentro de una IA robusta, el principio de “accién y su-
pervision humana”, conforme el cual los sistemas de IA deberian res-
paldar la autonomia y la toma de decisiones de las personas, pero de
ninguna manera suplir la toma de decisiones de ellas.

Ademas, ello se encuentra avalado por el “derecho a no se tomen
decisiones basadas inicamente en perfiles realizados a partir de in-
teligencia artificial”.”® Los procedimientos de seleccién integramente
automatizados sin supervisién humana pueden conducir a trato dis-
criminatorio o incluso a falsos positivos del sistema por fallas o sesgos
discriminatorios en su programacion.

También el principio de relevancia de toma de decisién huma-
na, se encuentra en correspondencia con los preceptos fijados en los
precedentes de la jurisprudencia estadounidense “State vs Loomis™y
“Loomis vs Wisconsin”.5

La toma de decision es un acto sumamente complejo, ya que re-
quiere de sentido comtn y comprensién del mundo en general, algo

78. Corvalan, Juan, Perfiles digitales humanos. Proteger datos en la era de la inteligencia ar-
tificial. Retos y desafios del tratamiento automatizado, Buenos Aires, Editorial Thomson
Reuters, pp.137-138.

79. US, "State vs Loomis", Wisconsin, 05/10/2016.
80. US, "Loomis vs Wisconsin", 26/06/2017.
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que los sistemas informaticos asistidos por inteligencia artificial, atn
no han adquirido.

Téngase en consideracién que los seres humanos pueden proporcio-
nar al menos cuatro funciones bésicas que la inteligencia artificial atn
no posee, ni ha obtenido hasta nuestra actualidad, siendo ellas, capaci-
dad dejuicio, empatia con el acusado, creatividad de las soluciones adop-
tar y versatilidad y adaptabilidad a las circunstancias del caso.®

Transparencia algoritmica del sistema informatico asistido
por inteligencia artificial

Los sistemas informaticos asistidos por inteligencia artificial (IA)
implementados en la administracion de justicia penal deben contar
con lo que se denomina transparencia algoritmica.

La transparencia algoritmica, consiste en que se haya hecho pablico
por parte de la corporacién, compafiia, empresa privada u organismo
publico del Estado, que utiliza un sistema informdtico asistido por inte-
ligencia artificial (IA), la forma en la que funciona el drbol decisional del
algoritmo utilizado por el sistema asistido por IA, o bien se haya brin-
dado informacién clara y precisa de su metodologia y funcionamiento.

Estd terminantemente vedado utilizar sistemas informaticos
asistidos por inteligencia artificial (IA) en la administracién de justi-
cia penal, que operen mediante algoritmos de caja negra (Black Box); es
decir, aquellos algoritmos en los cuales no estd explicitado su metodo-
logia o procedimiento, y en los cuales solo se sabe qué datos ingresan
y qué resultados surgen.*

Resulta indispensable que los sistemas informaticos asistidos
por inteligencia artificial (IA) implementados en la administracion de
justicia penal, posean algoritmos de caja blanca (White Box) o transpa-
rencia algoritmica.

La demostraciéon de transparencia algoritmica resulta sumamente
relevante a la luz del derecho de defensa en juicio, ya que el desconoci-
miento del disefio del drbol de decision del software de IA, redunda en la

81. Granero Horacio, GPT-3 y el futuro de la abogacia, Buenos Aires, Editorial Hammu-
rabi, 2021, p. 207.

82. Castro, Matias, “Juicio a las mdquinas”, en Infotechnology, 2023, pp. 58-60.
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imposibilidad del acusado o imputado de defenderse plena y eficiente-
mente mediante el debido control de la prueba de cargo.

Ello en correspondencia con los requisitos de establecidos por la
Unién Europea en sus “Directrices éticas para una IA fiable”, ya que
una IA fiable ademas de ser legal y ética, requiere ser robusta.

Resulta indispensable que, para ser una IA robusta a nivel téc-
nico, contenga trasparencia algoritmica, lo que involucra: a.- traza-
bilidad de los datos ingresados; b.- explicabilidad del procedimiento
y de los resultados obtenidos; y, c.- comunicacién de que dicha deci-
sién fue elaborada por un sistema IA que no involucra una toma de
decisién humana.®

En igual sentido, este requisito de transparencia algoritmica es
demandado a nivel jurisprudencial, por el precedente neerlandés de
la Corte de Distrito de la Haya “Rechtbank Den Haag”y también por
los requerimientos efectuados por parte de la doctrina.®

Por dltimo, y no por ello menos relevante, la trasparencia al-
goritmica también requiere que los algoritmos implementados en
sistemas informaticos asistidos por inteligencia artificial (IA), im-
plementados en la administracién de justicia penal, sean sometidos
a revision periddica.

A fin de evitar sesgos de discriminatorios, falsos positivos se reco-
mienda que los algoritmos sean supervisados y sometidos a revision
constante recomendandose a nivel técnico que:

a. Preferir el empleo de Dataset dindmicos y no estdticos.

b. Que los sistemas de Machine Learning sean entrenados con va-

riedad de data o informacién y con frecuencia periddica.

c. Testear los sistemas informaticos asistidos con inteligencia

artificial con algoritmos de optimizacién o de fuerza bruta.

d. Los algoritmos deben estar sometidos a revisién en forma

constante y permanente, a fin de evitar sesgos discriminato-
rios o de cualquier tipo a raiz de la desactualizacién.®

83. UE, Directrices éticas para una IA fiable, Bruselas, Comisién Europea, 2019, p. 22.
84. CPI, “Rechtbank Den Haag”, ECLI:NL: RBDHA, 2020, 865, 05/02/2020.

85. Corvalan, Juan, Prometea, Inteligencia artificial para transformar organizaciones pibli-
cas, Buenos Aires, Astrea, 2019, p. 60.

86. Castro, Matias, op. cit., pp. 56-61.
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Examinacion y constatacion de la fiabilidad técnica de la metodologia
empleada arbol decisional del sistema informatico asistido por
inteligencia artificial

Que la metodologia empleada por el arbol de decision del algorit-
mo de inteligencia artificial, haya sido previamente revisado por pe-
ritos en informatica forense por medio de publicaciones en revistas
cientificas especializadas.®

Validacién del sistema informatico asistido por inteligencia artificial (1A)
por parte de la comunidad cientifica especializada en implementacién
técnica de 1A

La validacién del sistema informatico asistido por inteligencia ar-
tificial (IA) en la administracion de justicia penal deberia ser otorga-
da por parte de la comunidad cientifica especializada en informatica
forense, ya sea a través de proyectos de investigacion presentados en
ambitos académicos y/o centros internacionales investigacién desti-
nados al estudio especifico de esta drea.

Ello resulta indispensable dado que todo programa forense asisti-
do por inteligencia artificial para ser fiable debe poseer un mecanismo
de solidez técnica® que involucra su sometimiento a pruebas y testeos
por parte de la comunidad cientifica.

Creacion dentro del Estado Nacional de una Comisidn Cientifica Evaluadora
de Algaritmos de Inteligencia Artificial (1A)

Como propuesta de lege ferenda se recomienda que el Estado Nacio-
nal cree organismos publicos destinados a auditar los cédigos fuentes,
arboles decisionales o algoritmos empleados por los sistemas informa-
ticos asistidos por inteligencia artificial (IA) destinados a ser empleados
en la administracién de justicia penal;* o bien, que el Estado Nacional
cree una unica Comision Cientifica Evaluadora de Algoritmos de Inteli-

87. Polansky, Jonathan, Garantias constitucionales del procedimiento penal en el entorno di-
gital. Buenos Aires, Editorial Hammurabi, 2020, p. 148.

88. UE, Directrices éticas para una IA fiable, Bruselas, Comisién Europea, 2019,
pp. 20-21.

89. Ibidem, p. 24.
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gencia Artificial (IA)* destinada a evaluar y auditar los algoritmos de los
sistemas informdticos asistidos por inteligencia artificial (IA) destina-
dos a ser utilizados en la administracion de justicia criminal.

]

Conclusidn

Los sistemas informaticos asistidos por inteligencia artificial (IA)
en la administracion de justicia penal de la Republica Argentina ya se
encuentran presentes desde fines de la década pasada, tanto en el drea
de la “policia predictiva” como la “justicia predictiva”.

Sistemas como Sherlock Legal y Prometea en el drea de la “justicia
predictiva”, y el Sistema de Reconocimiento Facial de Profugos (SRFP)
de la Ciudad Auténoma de Buenos Aires (CABA), y otros sistemas de
reconocimiento facial en las provincias de Buenos Aires, Cérdoba,
Mendoza, Salta y Santa Fe, en el drea de “policia predictiva”, son un
claro testimonio de la clara irrupcion de la inteligencia artificial en la
justicia penal.

Los acelerados avances en inteligencia artificial solo haran pro-
fundizar este escenario, incrementando en esta década (2020-2030)
los sistemas informadticos asistidos por inteligencia artificial (IA) en la
administracion de justicia penal, probablemente a través de asistentes
juridicos inteligentes, sistemas informaticos asistidos por IA destina-
dos al analisis computacional del derecho; la elaboracién automatiza-
da de proyectos de sentencias se tornara cada vez mds cotidiana.

Desgraciadamente, hasta la fecha el ordenamiento juridico ar-
gentino no cuenta con ninguna ley o norma dentro de los cédigos
procesales penales nacionales, federales o provinciales que defina la
inteligencia artificial, los sistemas informaticos asistidos por inteli-
gencia artificial, policia predictiva, o justicia predictiva.

Debido a que en la era de la cuarta revolucién industrial (4.0) la
inteligencia artificial pareciera estar llamada a procesar volimenes as-
tronémicos de informacion, los cuales resultan imposibles de analizar
por la mente humana, dando lugar a un nuevo régimen en torno a la
verdad, pareciendo destronar a la especie humana como productora
del saber y como sujeto cognoscente; resulta indispensable establecer

90. Polansky Jonathan, op. cit., p. 103.
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requisitos y parametros para la implementacién legal de sistemas in-
formaticos asistidos por inteligencia artificial (IA) en la administra-
cién de justicia penal.

Resulta claro que la incorporacién de sistemas informaticos asis-
tidos por inteligencia artificial (IA) en la administracién de justicia pe-
nal, debe cumplimentar con requisitos tales como:

1. Relevanciadela toma de decisién humanay empleo subsidia-
rio del sistema informatico asistido por inteligencia artificial
solo como una herramienta politico-criminal.

2. Transparencia algoritmica del sistema informatico asistido
por inteligencia artificial.

3. Examinacién y constatacion de la fiabilidad técnica de la me-
todologia empleada arbol decisional del sistema informatico
asistido por inteligencia artificial.

4. Validacién del sistema informatico asistido por inteligencia
artificial (IA) por parte de la comunidad cientifica especiali-
zada en implementacién técnica de IA.

5. Creacién dentro del Estado Nacional de una Comisién Cien-
tifica Evaluadora de Algoritmos de Inteligencia Artificial (IA).

Estos principios rectores, y otros que probablemente estén proxi-
mos a surgir, resultaran indispensables para poder afirmar que el
empleo de sistemas informdticos asistidos por inteligencia artificial
(IA) en la administracién de justicia penal en la Republica Argentina
resultan respetuosos de la Constitucién Nacional, las Convenciones y
Tratados de Derechos Humanos, los principios plasmados en El Con-
venio de Ciberdelincuencia de Budapest (Ley N° 27411) y con la Ley de
Proteccion de Datos Personales (Ley N° 25326).
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Inteligencia Artificial y derecho penal:
realidades y proyecciones’

Marcelo A. Riquert**

Notas introductorias

Asistimos en la actualidad a lo que muchos definen como el co-
mienzo de la cuarta revolucion industrial, signada por el surgimiento o
avances significativos en areas tales como la nanotecnologia, la biotec-
nologia, el cloud computing, la impresién en 3D, la Big Data y, por supues-
to, lainteligencia artificial (en adelante, IA). La aparicién de la maquina
avapor habia signado a la primera, en el siglo XVIII; la electricidad y el
fordismo moldearon la segunda en el siglo XIX, mientras que el siglo
pasado fue atravesado por dos guerras mundiales entre las que hubo la
gran depresion y, en lo tecnolégico, ofrecid, entre otras cosas, la ener-
gia nuclear (que dio por terminada la segunda gran guerra y fue factor
decisivo para la instalacién de llamada “guerra fria”) y el geométrico
crecimiento de las llamadas tecnologias de la informacién y comuni-
cacion (TIC). Asi la tercera revolucién industrial marcé sus tltimas
décadas signadas por la “globalizacién”. Para el derecho penal esta fe-
nomenologia llevé a una larga discusiéon acerca de la posibilidad ono de

* El texto corresponde a la ponencia presentada en el “Coloquio Internacional: Inteli-
gencia artificial y administracién de justicia, la policia y la justicia predictiva”, organi-
zado por el Grupo Argentino de la AIDP y celebrado en el Sal6n Azul de la Facultad de
Derecho de la Universidad de Buenos Aires, del 28 al 31 de marzo de 2023. La exposi-
cién integrd la Mesa Redonda “IA en la actualidad Argentina”, realizada el 29 de marzo
e integrada ademads por los profesores Nora Cherfiavsky y Carlos Christian Sueiro. Se
ha mantenido en lo posible la exposicién original, agregando al final un listado de la
principal bibliografia consultada para su elaboracién. El desarrollo en extenso se ha
concretado en la obra Inteligencia artificial y derecho penal, prologada por E. Radl Zaffa-
roni, CABA, Ediar, 2022..

** Director del Area Departamental Penal de la Facultad de Derecho de la Universidad
Nacional de Mar del Plata (Argentina). Ex Presidente de la Asociacién Argentina de
Profesores de Derecho Penal. Miembro del Grupo Argentino de la AIDP.
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procesar la conflictividad inherente con las herramientas del derecho
penal clasico o “nuclear” (asi, la escuela de Frankfurt) o si resultaba ne-
cesario un nuevo derecho penal cuando ya no se trata simplemente de
bienes juridicos individuales sino macrosociales, autores que no sélo
son personas fisicas sino también juridicas y técnicas de tipificacién en
que el resultado no es un dafio (debemos prevenirlo) sino un peligro.

Mientras en la tercera revolucién industrial, frente a las conduc-
tas disvaliosas realizadas por medio de las TIC nos preguntidbamos si
habia “delitos informaticos” o, por su influencia como factor criminé-
geno, “delincuencia informatica”; la cuarta, como no puede ser de otro
modo, nuevamente detrds del cambio tecnolégico, nos encuentra plan-
teandonos qué hacer con lo que sucede en el “metaverso” (nuevo espa-
cio digital inmersivo e interactivo para la conflictividad humana) y si
regulamos y coémo lo hacemos ala IA, justamente objeto de esta reunion.
Cuando se sostiene el pasaje del “antropoceno” al “tecnoceno” (tal
como refiere Flavia Costa), estamos viviendo en la que se define
como la “sociedad de la informacién” y si nos preguntamos por cuin-
ta informacién hay acumulada el aserto se revela acertado cuando
el volumen se tiene que medir en zetabytes (un uno seguido de vein-
tiin ceros). Dos datos que por “viejos” no pierden elocuencia: 1) entre
2014 y 2017 lo digitalizado equivale a todo lo acumulado desde la pre-
historia hasta 2014; 2) hasta 2015 se habian reunido 5 zetabytes que,
visibilizados en papel, equivalen a 4500 pilas de libros hasta el sol.
La tecnologia sigue esparciéndose por el mundo a ritmo acelerado. Des-
de 20201a poblacién del planeta crecié un 4% (pasamos de 7700 millones
a 8000 millones de personas), lapso en que la conectividad con Internet
lo hizo el 8% llegando a un total de unos 5100 millones de individuos
(68% del total mundial) y el uso de redes sociales subié un 9,4%, interac-
tuando en ellas unos 4760 millones de usuarios (59,4% del mismo total).
Por supuesto, esto se da con marcadas asimetrias cuyos extremos eran
en 2020 Emiratos Arabes Unidos, con el 99% de su poblacién conectada,
y Burundi, con solo el 7%. Siendo las cifras de crecimiento impactantes
y, aunque en ambitos como en el que ahora mismo estamos reunidos,
podemos sentir que todos participamos del mismo fenémeno, lo cierto
es que todavia el 40% de los terrestres no viven su vida en contacto con
las redes sociales, fuera de sus beneficios y también de su toxicidad; y el
30% no tiene acceso permanente, estable, a Internet.
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De revés, el 70%, en forma mas o menos directa, estamos viviendo
lo que Zuboff denomina como la era del capitalismo de la vigilancia, la
Internet de las cosas y el mercado de los futuros conductuales, y que
Rouvroy y Berns llaman la “gubernamentalidad algoritmica”. Pasamos
de la inteligencia de las maquinas a casas inteligentes donde todo lo
que hacemos se registra por nuestros proveedores, lo que permite no
sélo predecir sino también orientar nuestra conducta futura pero no
en nuestro propio beneficio sino el de otros, profundizando el instru-
mentarismo. Y los proveedores, tanto en occidente como en orien-
te, son un acotadisimo nimero de jugadores que Amy Webb definié
como los “Big 9”: de un lado Google, Microsoft, Apple, Facebook, IBM
y Amazon (GMAFIA); del otro, Baidd, Alibaba y Tencent (BAT). Otros
ofrecen minimos cambios y sintetizan en GAM(F)A (Google, Apple,
Meta —Facebook- y Amazon) y BATX (Baidd, Alibaba, Tencent y Xiao-
mi). Si bien una mirada sesgada y superficial parece inquietar a occi-
dente ante el “programa del buen ciudadano” de China, simplificando,
la realidad es que la operatividad de los grupos no ofrece diferencias
significativas porque de este lado del mundo también la informacién
algoritmicamente procesada determina si nos dan o no un crédito, si
accedemos o no a un trabajo, si somos objeto de cancelacién social o
no. En fin, lo que llev6 a que Cathy O’'Neil se refiriera a los algoritmos
como “maquinas de destruccién matematica”.

Podriamos advertir que una diferencia palpable comienza a mos-
trar Europa, primero con su “Carta Etica Europea sobre el uso de la IA
en los sistemas judiciales y su entorno” (2018), mas su Res. de 6/10/21,"
y luego, de mayor amplitud, cuando el afio pasado promovié leyes para
la transparencia digital, como la Ley de Servicios Digitales y la Ley de
Mercados Digitales. Se procura con ellas que se alcancen estindares
minimos de transparencia digital por las tecnolégicas con mas de
45.000.000 de usuarios, es decir, las que importan: Google, Meta, Ins-
tagram, Twitter, Amazon.

Los ostensibles progresos en el desarrollo de dispositivos de inter-
faz entre cerebro y computadora, tanto externos como invasivos, jun-
to alos descubrimientos en materia de neurociencias, detrds de lo que

1. Res. del Parlamento Europeo de 6 de octubre de 2021 sobre la IA en el Derecho Penal
y su utilizacién por las autoridades policiales y judiciales en asuntos penales.
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estd tanto la empresa privada (por ejemplo, Neurolink, de Elon Musk, o
Facebook) o los estados (China), han provocado que comencemos a ha-
blarde “neuroderechos”. En el proyecto “Brain” de Rafael Yuste (Univer-
sidad de Columbia) se identifican cinco: privacidad mental, identidad
personal, librealbedrio,aumentodelaneurocogniciény proteccién res-
pecto de los sesgos. Otro integrante de este mismo panel, el Dr. Sueiro,
ha mencionado la discusion en torno a la necesidad de futuras tipifica-
ciones de conductas como el accesoilegitimo ala mente de una persona
por medio de un dispositivo de interface cerebro-computadora (ICC)
o el apoderamiento de informacién mediante un dispositivo de ICC.
Es importante no perder de vista todo este contexto y, retomando la
ineludible nota de una regulacién juridica que va por detrds de los
acontecimientos, parece oportuno sefalar la coincidencia con la pro-
puesta de Haissiner y Pastor: “frente la tecnologia, ni fobia ni euforia”.

Inteligencia artificial y su consideracion juridica

Enla pasada década de los noventa Ulrich Sieber nos decia que los
avances en las tecnologias de la informacién y comunicacién habian
ofrecido como consecuencia cuatro oleadas de reforma legal:

1. laproteccién de la privacidad en los setenta;

2. larepresion de los delitos econdémicos por ordenadores en los

ochenta;

3. contemporanea, la proteccién de la propiedad intelectual en

lainformatica; y,

4. lareforma procesal para el tratamiento de la evidencia digital

en los noventa.

Hemos agregado una quinta oleada a comienzos del actual mile-
nio de la mano de la instalada lucha contra el enemigo terrorista deri-
vada de los ataques del 9/11, popularizandose la discusién en torno al
hacktivismo y el ciberterrorismo. Poco después, los avances en mate-
ria de IAy el avance de la Internet de las cosas nos enfrentan a nuevos
desafios juridicos y crece la consideracién de una suerte de sexta ola
que comienza a tener reflejo en los estudios de grado, observandose
en los mas recientes programas de estudios de la carrera de abogacia
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que se incorporan materias como “IAy derecho” o “Derecho Artificial”
(denominacién la dltima que no me parece muy feliz).

Ha pasado mucho desde aquella inicial reunién en Dartmouth
(1956) para responder al interrogante: ses posible que una maquina si-
mule la inteligencia humana??. La imagen de los cientificos de distin-
tas areas del conocimiento reunidos bajo aquella premisa basta para
contestar otra pregunta de suma pertinencia como es si los algoritmos
son asépticos o ideologizados, alternativa que decanta con claridad
hacia lo altimo. La fotografia muestra palmarias subrepresentaciones
en lo racial, etario y género. Podria contra-argumentarse que hoy no
seria exactamente igual y es cierto, no lo seria porque habria algunos
cambios en los porcentajes de representacion pero no serian realmen-
te significativos en términos de pertenencia cultural.

Si tomamos como valida la definicién que se proporcionara en los
cuestionarios recibidos de AIDP para producir los informes nacionales,
se entiende por IA un sistema que muestre un comportamiento inteli-
gente al analizar su entornoy adopte cursos de accidn, con cierto grado
de autonomia, para lograr objetivos especificos (Picotti). Para entender
dénde estamos parados, respecto de qué discutimos cual debe ser la
consideracién juridica, es conveniente recordar que se suele distinguir
entre la IA débil o estrecha, la promedio o general y la fuerte o stiper IA.
La débil refiere a los sistemas informdticos que permiten que el apren-
dizaje automatico realice una tarea especifica. La promedio a los que
tienen capacidad de comprension para cualquier tarea. La fuerte a los
que exceden la capacidad de los seres humanos. ;Dénde estamos para-
dos hoy? Segtin se puede leer con consenso, todavia en la débil o estre-
cha. Tal limitacidn, valga la insistencia, no elude el problema general
de ser atil para amplificar, potenciar y replicar rasgos negativos. Valga
como ejemplo el uso de algoritmos para difundir y multiplicar los dis-
cursos de odio, de inquietante actualidad. ;Y qué se estd haciendo? Des-
de su sede de Paris, la Organizacién para la Cooperacién y el Desarrollo
Econémico (OCDE), que retne en la actualidad a 42 naciones, entre

2. Me refiero a la conocida como “Conferencia de Dartmouth” por haberse celebrado
en el Dartmouth College, en Hanover, New Hampshire, Estados Unidos, durante el
verano de 1956, tras una propuesta en setiembre de 1955 elaborada por John McCarthy,
Marvin Minsky, Nathaniel Rochester y Claude Shannon. Durd 6 semanas y tuvo un
total de 11 participantes.
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ellas, Argentina, ha creado un Consejo sobre IA. Se discuten dos mo-
delos para regular la IA: 1) normas verticales, sectoriales y especificas;
2) regulacidn transversal por tipo de tecnologia. También dos modelos
de control: a) un érgano guardian de IA (por ejemplo, en Argentina hay
un proyecto de ley en tramite para un Consejo Federal de IA); b) con-
sejos de seguridad sectoriales. Los problemas que deben ser tenidos en
cuenta: a) la caja negra (transparencia de los sistemas); b) los sesgos
en los algoritmos; c) la ética de la seleccién (ses lo mismo perseguir el
terrorismo que enfrentar una crisis sanitaria como la pandemia por el
COVID-19?); d) el manejo de la informacién.

En lo que hace especificamente a lo penal, es de interés mencio-
nar otra vez a la “Res. del Parlamento Europeo de 6 de octubre de 2021
sobre la IA en el Derecho Penal y su utilizacion por las autoridades po-
liciales y judiciales en asuntos penales”. Alli se resalta que la IA ofrece
tanto posibilidades como riesgos extraordinarios, que no es un fin en
si misma sino un instrumento al servicio de las personas. Se enfatiza
que el objetivo debe ser aumentar el bienestar, capacidad y seguri-
dad humanos. Y advierte que su uso en el ambito del derecho penal se
basa en la promesa no siempre cumplida de reducir la criminalidad.
No hay naturalmente espacio en esta ponencia de explorar la totalidad
del universo de alternativas que ofrece la IA al presente y, con la veloci-
dad que se suceden las novedades, ciertamente es casi imposible estar
actualizado. Entre las principales ramas de la IA suele mencionarse al
machine learning, el disefio de sistemas expertos, la vision artificial, el
reconocimiento del habla, la planificacién automatica, la robdtica y el
procesamiento de lenguaje natural. En esta tltima proliferan las noti-
cias a partir del impacto que Open IA ha logrado a fines del afio pasado
y comienzos del presente con su “ChatGPT” (Chat Generativo Preen-
trenado Transformador). Hace unos dias los diarios publicaban que un
juez colombiano habia dictado una sentencia asistido por el ChatGPT.
Con légica curiosidad, comencé a experimentar con esta herramienta
que el Dr. Ingeniero Informatico José Angel Olivas Varela (UCLM-Ciu-
dad Real) caracteriz6 recientemente como un “Google anabolizado”,
lo hice planteandole la necesidad de hacer un escrito de eximiciéon de
prision. Brindé los datos basicos y en segundos tuve la propuesta de es-
crito en el que se habian incorporado algunos argumentos pertinentes
que yo no habia proporcionado. El ChatGPT habia consignado que el
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imputado no tenia antecedentes penales y que tenia arraigo domicilia-
rioy familiar que le servirian de contencién. Asi, por un lado, revelé que
tenia en cuenta factores de interés para la decisién que se solicitaba;
por el otro, “invent$” datos de los que, en realidad, no disponia. Déficit
manifiesto fue la falta de indicacién normativa para fundar el pedido.
A través de varias correcciones, finalmente obtuve un escrito en condi-
ciones de ser presentado. Mi conclusién personal sintética: mejor que
mi expectativa inicial, pero lejos todavia de ofrecer un escrito listo para
usarse (spor cudnto tiempo?, seria la pregunta subsiguiente).

Ademas, le pedi que me ayudara a preparar esta conferencia inte-
rrogandole sobre la utilidad de la IA para cometer delitos. La reconocid
y menciond como ejemplo de una aplicacién maliciosa de la IAla crea-
cién de programas de phishing o malware. Enumero varios posibles
delitos en que seria de ayuda: fraude financiero, ataques informaticos,
espionaje y vigilancia ilegal, abusos online y discursos de odio (sobre
los dltimos volveré después).

También aclar6 que la IA no es ni buena ni mala sino una herra-
mienta neutral que puede ser usada para fines positivos o negativos
dependiendo la voluntad del usuario. En el primer sentido ejemplificé
que la IA puede ser utilizada para detectar delitos, para mejorar la se-
guridad de los sistemas y la privacidad online.

En términos del posible uso para detectar delitos no puedo dejar
de sefalar que, en ocasiones, puede ofrecer una nueva gama de pro-
blemas desde el punto de vista penal. Asi, la Universidad de Deusto
ha desarrollado un negobot (Lolita), que opera cual suerte de agente
provocador online para detectar pedéfilos y la distribucién de material
de abuso sexual infantil. “Lolita” interactda simulando ser una nifia
con los potenciales ofensores sexuales, que creen estar ante una joven
real a la que procuran engafiar para perpetrar su criminal designio.
La utilidad, indudable. Que acarrea todos los problemas y discusiones
inherentes al uso y limites de la provocacién, también indudable.

Si retomamos el tema de los discursos de odio, la IA se suele aso-
ciar tanto como un factor potenciador negativo, facilitando su repro-
duccién y multiplicacion, como una herramienta fundamental para su
deteccion y prevencion. En marzo de 2023, en el seminario internacio-
nal “Inteligencia Artificial y Sistema Penal”, celebrado en la Facultad de
Derechoy Ciencias Sociales de Ciudad Real, Universidad de Castilla-La
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Mancha, coorganizado por su Escuela de Ingenieria Informatica y el
Instituto de Derecho Penal Europeo e Internacional, se mostraron los
avances un proyecto conjunto entre ambas areas paraladetecciényeva-
luacién (valoracién juridica) de estos discursos online?, bajo apropiados
estandares de transparencia*. Retomando la consulta con el ChatGPT,
justamente indicé como opciones preventivas que una IA puede desa-
rrollar en la prevencion del discurso de odio a la detecciéon automatica
de contenidos ofensivos, su monitorizacién en tiempo real, el analisis
de tendenciasy patrones en la publicacién y, finalmente, la generacién
de contenidos alternativos que promuevan la tolerancia y la inclusién.
No es esta la ocasion para profundizar sobre esta temdtica pero si luce
oportuna su mencién cuando se habla sobre si regular y cémo hacerlo
lo vinculado con la IA, en particular porque se trata de una tematica
en que la tensién entre la libertad de expresion y los limites generales
de prohibicién han mostrado cémo la adopcién de modelos contra-
puestos ha entorpecido el avance en la materia. En efecto, pueden ob-
servarse en nuestra esfera de referencia cultural, es decir, occidente,
que cohabitan dos modelos para regular los discursos de odio y las fake
news: de un lado el estadounidense, que propicia al maximo la libertad
de expresién y trabaja bajo premisa de inexistencia de censura previay
responsabilidad posterior por dafio (seria el que sigue Argentina con-
forme dejan en claro diversos precedentes de la CSJN como “Rodri-
guez”, “Gimbutas”, “Paquez”y, el Gltimo, “Denegri” —cuando se traté la
cuestion del derecho al olvido-); del otro, el que procura evitar la pro-
duccién del dafio y, por lo tanto, implementa la censura previa, lo que
se ha visto en forma restringida a cuestiones electorales en reciente
normativa francesa y alemana. En sintesis, que el ejemplo es demos-
trativo que no basta con acordar sobre la necesidad de regular, sino
que lo mas dificil es acercar posiciones acerca de como hacerlo.

3. Valga recordar sobre el particular la importancia del “Plan de Accién de Rabat”
(ACNUDH), que propende se haga la valoracién siguiendo pardmetros vinculados al
contexto, orador, extensidn, intencidn, probabilidad/inminencia y contenido/formas.
4.Destaco en este sentidola presentacién del doctorando Andrés Montoro Montarroso,
ya que el desarrollo es parte de su tesis, que avanza dirigida por los Catedraticos Dres.
José Angel Olivas Varela (Informdtica) y Adan Nieto Martin (Derecho).
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IA y derecho penal: problemas fondales y procesales

Yendo a la especifica vinculacién entre la IA y el derecho penal,
puede decirse que media cierto grado de consenso en que se han de-
tectado problemas tanto en lo atinente a la rama sustantiva como la
adjetiva del dltimo. Las areas en que se focalizan puede sistemati-
zarse del siguiente modo: a) tecnologia de prediccién criminal (aqui,
por ejemplo, lo relativo a la vigilancia predictiva y los sistemas de re-
conocimiento facial, por voz, etc.); b) agentes auténomos o artificia-
les (hay numerosas cuestiones relativas a la autoria y participacién
criminal por los resultados disvaliosos cometidos por autos de con-
duccién auténoma y drones tanto de uso civil como militar); ¢) pan-
demia y control sanitario (el COVID-19 dio lugar a un uso intensivo
de la IA tanto para la prevencién y tratamiento, como para la instala-
cién de la cibervigilancia); d) gestién judicial (en particular, el apoyo
de decisiones sobre la base de la valoracién algoritmica de riesgos).
Por tomar solo un ejemplo, baste tener presente la extensién que ha
alcanzado la vigilancia tecnolégica del espacio publico (y sus posibi-
lidades de avance en el privado), siendo probablemente extremos la
desarrollada en las grandes ciudades chinas por intermedio de la com-
pafiia SenseTime o la proliferacién de cimaras londinense. Harari ha
sefialado® que la cibervigilancia se present6 para la pandemia del coro-
navirus como una suerte de “solucionismo tecnolégico” que importd
el pasaje de la que calificé como “epidérmica” (Big Data sobre datos
sensibles y geolocalizacion) hacia la que llama “hipodérmica” (por su
profundizacién a partir del uso de los datos biométricos). Resalté que
en aquel contexto la IA sirvi6 tanto para combatir la infodemia y pre-
venir y contener contagios, como para instalar una suerte de lo que
podria llamarse “coronoptikén” (asi, Ramonet), un pandptico a propé-
sito del coronavirus. No puede soslayarse que, en la actualidad, en los
paises mas desarrollados pero también en los que no lo son —aunque
probablemente con menos intensidad y calidad de medios-ya se usan

5. Harari, Yuval, “El mundo después del coronavirus”, trad. por Juan Gabriel Lopez
Guix, en La Vanguardia. Disponible en: https://www.lavanguardia.com/internacio-
nal/20200405/48285133216/yuval-harari-mundo-despues-coronavirus.html [fecha de
consulta: 18/09/2024].
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o estan disponibles numerosas “apps” de IA para el uso policial. Sin
pretensién de exhaustividad pueden mencionarse:

a. Reconocimiento facial (en Argentina, implementada por
ejemplo en CABA y Mendoza);

Reconocimiento de matriculas (idem, en CABA)

c. Identificacién por voz y reconocimiento del habla (en uso por
el MPF de la CABA, con el sistema “Prometea”);

d. Reconocimiento de temperatura (por el Covid, maltiples pun-
tos de uso en estaciones de transporte publico, aeropuertos,
grandes centros comerciales, etc.);

e. Tecnologia de lectura de labios y vigilancia auditiva (algu-
nos sistemas de camaras de vigilancia del espacio publico en
CABA tienen posibilidad de hacer tomas de sonidos por un
tiempo limitado);

f. Analisis auténomo de bases de datos no identificadas;

Prediccion de puntos criticos delictivos (hot spots)
Deteccién de comportamientos (en la localidad bonaerense
de Tigre, hay un sistema que detecta patrones de recorrido);

1. Herramientas de autopsia virtual;

j.  Herramientas para deteccion de fraudes financieros y finan-
ciacidn del terrorismo;

k. Forensia sobre dispositivos electrénicos: UFED (Universal
Forensic Extraction Device).

¢Cudles son los riesgos de estas herramientas? En general, se suele

mencionar que, al menos todavia, exhiben variables grados de fiabili-
dad y precision lo que traduce en resultados con distintos porcentajes
de errores o falsos positivos. Pero no es todo y, quizd, tampoco lo mas
importante. En efecto, no hay dudas que en poco tiempo mejoraran y
los yerros seran minimos. El problema mds significativo es y seguird
siendo la repercusion sobre los derechos fundamentales, lo que abarca
un amplio prisma en el que se incluyen desde los sesgos y la discrimi-
nacion, hasta la tutela judicial efectiva, el juez imparcial, la libertad de
expresion, el principio de inocencia, los bucles de criminalizacién o la
opacidad de decisiones, entre otras cuestiones.

Las voces de alerta ya han tenido variada recepcién. Por caso, la

referida “Carta Etica europea...” de 2018, indica la necesidad de respe-
tar los principios de respeto de los derechos humanos; calidad y segu-

5 g
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ridad; control del usuario; transparencia, imparcialidad y equidad; y
no discriminacién. En nuestro pais, en setiembre de 2022, en el marco
de un Congreso en el que se dedic6 una Comisién al tema del impacto
delalAen el derecho civil,® se aconsejé en las conclusiones que la regu-
lacién nacional debia hacerse bajo criterios bastante similares: abor-
daje multiy transdisciplinar; contextualizar el fendmeno en el respeto
y defensa de los derechos humanos; atender al pluralismo; respetar la
dignidad de la persona; respetar los estandares de recoleccidn, trans-
ferenciay tratamiento de datos de perfilamiento; y proteccién del per-
fil digital humano.

La mencionada “Resolucion del Parlamento Europeo de 6 de oc-
tubre de 2021 sobre la IA en el Derecho Penal y su utilizacion por las
autoridades policiales y judiciales en asuntos penales” ha sefialado que
los sistemas de IA que se usen deben ser fiables y que tal estindar debe
verificarse aunque la informacién provenga de apps de IA aprobadas
en terceros paises; que las apps deben ser plurales desde el disefo (esto
quiere decir, no discriminatorias, seguras, transparentes, explicables
y respetar la autonomia humana y los derechos fundamentales); y, fi-
nalmente, que tanto la policia como la justicia deben usar apps con
respeto del mismo estindar, de lo que resulta garante el Estado.

Provisorias conclusiones

Para cerrar, me parece oportuno insistir en aquello de “ni fobia,
ni euforia” y senalar que es central no perder de vista que el derecho
penal interviene, con limites, después del delito. En este sentido, la
mencionada Resolucién Europea llama la atencién sobre la necesidad
que el uso de la IA en materia penal no se aparte de principios basicos
que ha costado enorme esfuerzo sentar como basicos en los moder-
nos estados de derecho. Podria pensarse que tal vez no fuera preciso al
momento actual de nuestro desarrollo como sociedades. Sin embargo,
participo de la idea de que nunca estd de mas recordarlos, evitar que

6. Me refiero a las XXVIII Jornadas Nacionales de Derecho Civil, celebradas en Men-
doza del 22 al 24 de setiembre de 2022, durante las que la Comisién N° 10 se dedicé a
“Transdisciplina, Inteligencia Artificial, mercadoy ética”, bajo presidencia de los Dres.
Andia y Molina Quiroga y vicepresidencia de los Dres. Adaro, Corvaldn y Santarelli.

59

IA - Kleiman.indd 59 21/3/2025 14:13:24



COLECCION DOCTRINA

se pierdan de vista. No puede negarse que es probable que algunos de
ellos sufran modificaciones (que pretendemos sean las minimas po-
sibles), que no permanezcan inalterados, alguna mella, algiin esme-
rilamiento habra. Y ello seria tolerable en la medida que no afecte su
esencia, que no pierdan centralidad.

En fin, que la regulacién que logremos debe observar respeto por
las ideas de que no puede consagrarse un derecho penal de autor, que
negamos el avance del estado de policia, que decimos no al peligrosis-
mo y que adn cuando fuera técnicamente viable no puede habilitarse
una vigilancia masiva ilimitada. En sintesis, que la razén de eficacia
no legitima el olvido del sistema de garantias penales construido so-
bre siglos de sangre. Siendo esto asi, no albergo dudas en torno a que
las apps de IA que colisionen con los derechos fundamentales deben
directamente ser prohibidas.
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Sistemas automatizados.

Sistemas predictivos. Inteligencia
Artificial y Big Data. Decisiones basadas
en datos. Modelos de aplicacion en el
ambito juridico

Nora A. Cheriiavsky*

Introduccion

Desde el afio 2006 quienes venimos investigando el cibercrimen
y asesorando en el desarrollo de legislacion, reglamentos, protocolos y
tratados multilaterales —como el Convenio de Budapest—, y que hemos
participado del proceso de discusién de la Ley N° 26388 —que finalmen-
te adapta los tipos penales tradicionales de acceso, dafio y fraude entre
otros, al medio digital-, venimos participando también en una anti-
gua discusién que se remonta a la edad media respecto a la responsa-
bilidad de las corporaciones, remozada en el siglo pasado en los afios
60y luego desarrollada en los 80, en torno a la “Responsabilidad Penal
de las Personas Juridicas”.

Esta tltima discusién, mas anclada en los actuales desarrollos tec-
noldgicos, gira en torno de la responsabilidad y el titulo de la imputa-
cidén a los ISP (Proveedores de Servicio de Internet).

Lo mas importante en este debate sobre regulacién y autorregu-
lacién tiene que ver fundamentalmente con el uso de nuestros datos:
los ISP almacenan pentabytes de datos de todos nosotros, los que
son objeto de tratamiento, entrecruzamiento, segmentacion y perfi-
lamiento; por lo tanto, el punto de conexién con su responsabilidad
civil, administrativa y penal tiene que ver con que las ganancias se las
quedan justamente estos intermediarios de servicios de red.

* Profesora Regular Adjunta de Derecho Penal y Procesal Penal de la Facultad de De-
recho de la UBA.
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La cuestion de la circulacién de contenidos vinculados a la in-
timidad, especificamente a la imagen de las personas, fue discutida
por la Corte Suprema de Justicia de la Nacién en “Ponzetti de Balbin
c/Editorial Atlantida”, antes de la era de Internet y mds recientemen-
te en 2014 en el precedente conocido como “Rodriguez Maria Belen
c/Google”,* en el que la Corte deja sentado el principio de libertad de
expresion respecto de los contenidos que circulan por Internet y, por
otra parte, asienta la responsabilidad subjetiva del Proveedor de Ser-
vicios por contenidos de terceros, esto es, que una vez anoticiado del
contenido infractor (take notice), el intermediario debe proceder a dar-
lo de baja en forma diligente (take down).

Dicho contenido debe ser individualizado mediante el URL’ por la
persona damnificada y/o por el Juez de la causa, en su caso, para que
nazca la obligacién del proveedor de retirada del contenido infractor.

En este sentido, el debate se centra en la necesidad de pasar de un
sistema de autorregulacién y aceptacion de los términos generales del
servicio, y de su contratacion por parte de los usuarios-consumidores
de Internet, a un sistema de regulacion de las plataformas digitales,*
en tanto que ellas estructuran la comunicacién y son los actores mas
importantes del ecosistema de Internet, ya que nos proveen de acce-
soy conectividad, alojamiento y contenidos, aplicaciones en la nube y
otros servicios esenciales de la sociedad de la informacién.

1. CSJN, “Indalia Ponzetti de Balbin ¢/ Editorial Atlintida S.A”, 11/12/1984.
2. CSJN, “Rodriguez Maria Belén c¢/Google Inc y otro s/dafios y perjuicios”, 28/10/2014.

3. URL, del inglés Uniform Resource Locator, es un identificador de recursos unifor-
me. Estidn formados por una secuencia de caracteres, de acuerdo a un formato modé-
licoy estindar, que designa recursos en una red, como Internet (localizador universal
de recursos). E1 URL es una cadena de caracteres con la cual se asigna una direccién
Unica a cada uno de los recursos de informacién disponibles en Internet. Existe un
URL tnico para cada pagina de cada uno de los documentos de la WWW, para todos
los elementos de Gopher y todos los grupos de debate Usenet, y asi sucesivamente. El
URL de un recurso de informacién es su direccién en Internet, la cual permite que el
navegador web la encuentre y la muestre de forma adecuada. Por ello, el URL combina
el nombre de la computadora que proporciona la informacidn, el directorio donde se
encuentra, el nombre del archivo, y el protocolo a usar para recuperar los datos para
que no se pierda alguna informacién sobre dicho factor.

4. Disponible en: https://commission.europa.eu/strategy-and-policy/priorities-2019-
2024/europe-fit-digital-age/digital-services-act/europe-fit-digital-age-new-online-
rules-platforms_es
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La regulacién europea precisamente pretende introducir entre
otras medidas de proteccién al usuario las de transparencia, trazabi-
lidad de vendedores en las plataformas de intercambio de servicios y
mayores garantias para los usuarios de poder impugnar decisiones de
moderadores de las plataformas y medidas de proteccion contra los
contenidos delictivos en linea.’

La Inteligencia Artificial y el Big Data

Transcurridas ya dos décadas del siglo XXI tomamos conciencia
que tecnologias disruptivas como la inteligencia artificial y la biotec-
nologia estan ofreciendo a la humanidad el poder de remodelar y redi-
seflar la vida en forma radical.

A su vez, somos conscientes que, mas alldi de las discusiones
filoséficas,® es a los juristas a quienes nos toca analizar los cambios y si
-y en qué medida- las personas inmateriales (una IA) pueden ser sujeto
del derecho penal y en dicho supuesto determinar el titulo de su impu-
tacidn; si dicha responsabilidad, sea civil, administrativa o penal es tras-
ladable a sus desarrolladores y/o a quienes las pusieron en el mercado
negligentemente, es decir, sin la debida supervisién y control de riesgos.

Este andlisis resulta pertinente con el desarrollo de la robética y
de los sistemas asistidos por Inteligencia Artificial que ya envuelven
muchos de los ambitos de nuestra actuacion, incluyendo el ambito de
la justicia.

Voy a detenerme en estas tecnologias basadas en datos, fenémeno
conocido como de Big Data,’ las que yahan comenzado a generar enormes

5. Disponible en: https://commission.europa.eu/strategy-and-policy/priorities-2019-
2024/europe-fit-digital-age/digital-services-act-ensuring-safe-and-accountable-
online-environment/europe-fit-digital-age-new-online-rules-platforms_es [fecha de
consulta: 06/03/2024]

6. Disponible en: https://archive.is/xCyKU [fecha de consulta: 06/03/2024]

7. Big data se refiere a una gran cantidad de informacién que sdlo se puede procesar
mediante el uso de herramientas digitales y que sirve para responder preguntas a través
del andlisis de enormes volimenes de datos. Se trata de un paradigma se caracteriza
por lo que se conoce como las cinco V del Big Data: volumen, velocidad, variedad, vera-
cidad y valor. Volumen: Gran cantidad de datos procesados con herramientas digitales,
Velocidad: Transmisién de enormes cantidades de datos de forma continua. Variedad:
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cambios® y paralelamente nuevos riesgos, en forma similar a lo que en el
siglo XVIII sucedié con los desarrollos de la revolucién industrial.

Hoy asistimos a una transformacién atn mas radical, en el que
la IA promete cambiar de plano no sélo las formas de adquirir conoci-
miento, sino la economia mundial.

Los sistemas basados en macro datos prometen no sélo suple-
mentar y acrecentar las capacidades humanas, sino también sustituir
sus decisiones, presentindose a su vez como sistemas mds objetivos y
justos para la toma de decisiones.

Eldesarrollo de los Chats GPT? de Open Al de Microsoft fue posible
gracias al analisis y a la explotacién de la cantidad exponencial de datos
brindados por todos nosotros, sin que todavia se haya resuelto la cues-
tién de la propiedad de los datos, en tanto producto mercantilizable.”

Este ChatBot, “va adquiriendo el dominio del lenguaje” y reelabo-
rando la realidad, seleccionando imagenes y contenidos, y escribiendo
poesias, ademds promete el cambio en la economia mundial, y pre-
dice grandes beneficios y progresos para la actividad humana, que a
la vez supone innumerables desafios y costos que deberan recaer en
“la sociedad en su conjunto”. Es facil advertir que esos costos seran
sin duda, mayores para algunos que para otros, como asi también los
riesgos, si es que no se regula su distribucién.

Esta primera cuestion, acerca de quién solventara los nuevos cos-
tos sociales y laborales por la incorporacion de Copilot en Office 365, el
cual introduce la inteligencia artificial en la vida cotidiana de millones
de trabajadores, mejorando la productividad y ahorrando tiempo en
tareas rutinarias, resulta paralela a la que nos formulamos en el am-
bito juridico penal acerca de quién serd responsable por los errores o

Datos recolectadas de diversas fuentes de informacién. Veracidad: Fuentes de informa-
cién confiables para su andlisis. Valor: Creacién de nuevas oportunidades de desarrollo.

8. Disponible en: https://www.socialfuturo.com/noticias-tecnologicas/microsoft-in-
corpora-la-tecnologia-de-chat-gpt-en-sus-productos-de-microsoft-365/#:~:text=La%20
reconocida%zointe [fecha de consulta: 06/03/2024]

9. Disponible en: https://www.socialfuturo.com/noticias-tecnologicas/microsoft-in-
corpora-la-tecnologia-de-chat-gpt-en-sus-productos-de-microsoft-365/#:~ [fecha de
consulta: 06/03/2024]

10. Disponible en: https://dialnet.unirioja.es/servlet/articulo?codigo=8103852 [fecha
de consulta: 06/03/2024]

11. Disponible en: https://archive.is/xCyKU [fecha de consulta: 06/03/2024]
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negligencia en la programacién de los “algoritmos”, ya que tratindose
de posibles dafios cometidos por una “inteligencia inmaterial” sera ar-
duo el debate respecto de a quien imputar los resultados danosos y si
serd a titulo de dolo o culpa.®

La propia tecnoldgica Open Al admitié al presentar este desarro-
llo que GPT-4 tiene “habilidades de razonamiento mas avanzadas" que
Chat GPT, pero advirti6é que atn podria ser propenso a compartir in-
formacion errénea”.”

En esta rapida y profunda evolucién buscamos explicarnos, en-
tonces no sélo por las causas que nos llevaron a este punto del desarro-
llo humano sino que también nos toca identificar las consecuencias de
estos desarrollos, sin separar la descripcion del fendmeno, de la cues-
tién valorativa respecto del uso ético de estas tecnologias con base en
el respeto de los DD. HH.

Cabe senalar que el impacto de estos masivos y veloces cambios
tecnoldgicos, segiin algunos autores, son mayores a las consecuencias
que hace tres siglos produjo la revolucién industrial, por lo que ya se
habla de este fenémeno “como la cuarta revolucién industrial”.*

La IA, ademds de ampliar todos los limites del conocimiento
humano y atraparnos con sus ilusiones, como afirma Harari, ya va
produciendo consecuencias laborales con el consecuente desempleo
producto del desplazamiento de puestos de trabajo. Ello nos enciende
luces de alerta respecto del fendmeno, si no avanzamos en la forma
sefialada por los organismos internacionales hacia su regulacion.

Ahora bien, muchos también se preguntan si es dable y conve-
niente para esta etapa de crecimiento de los desarrollos de IA pensar
en trasladar la responsabilidad a los programadores y a las empresas

12. En torno a la imputacién subjetiva, autoras como Lorena Varela, sostienen que
algunos delitos mas alld de un resultado tipico y un nexo causal imputable, no reque-
rirfan mens rea como estado mental culpable en los términos del derecho anglosajén y
cita varios ejemplos de “responsabilidad objetiva” en Derecho Penal.

13. Disponible en: https://www.socialfuturo.com/noticias-tecnologicas/microsoft-
incorpora-la-tecnologia-de-chat-gpt-en-sus-productos-de-microsoft-365/#:~  [fecha
de consulta: 06/03/2024]

14. Vega Iracelay, Jorge J, “Inteligencia artificial y derecho: principios y propuestas
para una gobernanza eficaz”, en Revista Iberoamericana de Derecho Informdtico (Segunda
época), Federacién Iberoamericana de Asociaciones de Derecho e Informatica, 2018,
pp. 13-14.
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que lanzan estas herramientas al mercado si las mismas resultan de-
fectuosas o insostenibles éticamente y debido a ello se corren serios
riesgos de perjudicar derechos y bienes de terceros.

Esta pregunta se formula en un momento en que los paises pre-
tenden también afianzar cierto predominio tecnoldgico por sobre
otros y mientras las empresas tecnoldgicas como Facebook anuncia-
ron despidos masivos de personal.

Siempre las regulaciones marcharon muy por detras de los cam-
bios sociales y tecnolégicos y mucho mds cuando estos cambios resul-
tan ser tan radicales.

En el marco supranacional en 2019 la OCDE® y los paises socios,
entre los que se encuentra la Argentina, se han suscripto formalmente
una serie de recomendaciones generales sobre Inteligencia Artificial
(IA), y han convenido en someterse a normas internacionales que ve-
len por “el disefio de los sistemas de IA que los haga robustos, seguros,
imparciales y fiables”.

Resulta de nuestra preocupacién que estas premisas no se per-
petlien como una mera expresién de deseos, y que se ponga una in-
tencién nacional y global para desarrollar los sistemas de IA desde el
principio con equidad (atendiendo a la no creacién de instrumentos
de andlisis sesgados por prejuicios de raza, de género etcétera y con
respeto de los principios de libertad e igualdad, lo que necesariamen-
te implica la participacién de todos los paises y de todos los sectores
involucrados: publico, privado, académico incluyendo todas las pers-
pectivas posibles).

Es por estos motivos que celebro que el Coloquio Preparatorio del
XXI Congreso Internacional de AIDP sobre Inteligencia Artificial y
Justicia Criminal, realizado en el dambito de la Facultad de Derecho®
parece haber dado un impulso nacional para una gran discusion, in-
tercambio y regulacién del fenémeno de la inteligencia artificial, no
solo en el ambito académico sino también en el sector de gobierno.

La falta de regulacién en este caso sobre el fendmeno “algoritmi-
co”, ola “autorregulacién” es un problema que venimos asistiendo des-

15. Disponible en: https://ia-latam.com/portfolio/principios-de-la-ocde-sobre-ia/

https://www.oecd.org/digital/artificial-intelligence/ [fecha de consulta: 06/03/2024]

16. Coloquio Preparatorio al XXI Congreso de AIDP sobre Inteligencia Artificial y Sis-
tema de Justicia desarrollado en Buenos Aires entre los dias 27 y 29 de marzo de 2023.

66

IA - Kleiman.indd 66 21/3/2025 14:13:24



INTELIGENCIA ARTIFICIAL Y ADMINISTRACION DE JUSTICIA

de la incorporacién tardia de los delitos informaticos, al Cédigo Penal
Argentino en el afio 2008, casi treinta afios después de la aparicién de
los primeros casos reveladores del fendmeno.

De modo que la aspiracién es no llegar demasiado tarde con la
regulacién del fendmeno de la Big Data y de la Inteligencia Artificial.

Tal como puede leerse en la pagina oficial Argentina.gob.ar, la pri-
mera es el producto del desarrollo de las tecnologias de la informacién
y la comunicacién (TIC), que ha permitido la “generacién, transmisién
y almacenamiento de enormes cantidades de datos generados por di-
versas fuentes: sensores, dispositivos de red, paginas web, sistemas
de correo electrénico, redes sociales, aplicaciones digitales” y toda la
informacién almacenada en las cimaras de vigilancia en espacios pri-
vados y pablicos mas toda aquella informacion que puede brindar hoy
el llamado Internet “de las cosas”.

Esos conjuntos de datos son cada vez mds grandes e inmanejables
con los métodos y las herramientas tradicionales de procesamiento de
datos; sin embargo, esto es posible dada la mayor capacidad de calculo
computacional de los procesadores en la nube y de las grandes empresas.

En conclusidn, hay que decir que el manejo eficiente y justo de los
datos se ha convertido en un gran desafio.”*

La Unién Internacional de las Telecomunicaciones (UIT) define al
Big Data como una practica que permite la recopilacién, el almacena-
miento, la gestion, el andlisis y la visualizacién, potencialmente en tiem-
po real, de amplios conjuntos de datos con caracteristicas heterogéneas.

Por otra parte, con el desarrollo de las tecnologias digitales veni-
mos utilizando en forma intercambiable términos como “algoritmos”,
los que de acuerdo a una definicién posible, podrian definirse como “se-
cuencias de pasos logicos estructurados en programas” que permiten
crear maquinas o instrumentos que presentan las mismas capacidades,
o mejores, que las del ser humano; con lo cual podemos ver la inteligen-
cia artificial como el resultado de la combinacién de esos “algoritmos”.”

17. Ley Nacional N° 26388 sobre Delitos Informdticos, sancionada el 04/06/2008.

18. Disponible en: https://www.argentina.gob.ar/jefatura/innovacion-publica/teleco-
municaciones-y-conectividad/grupo-de-trabajo-de-servicios-de-6 [fecha de consulta:
06/03/2024]

19. “Inteligencia Artificial: Peligro!”, Revista Viva la Ciudadania, Edicién N° 816,
11/03/2023.
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En concreto, las tecnologias que permiten el procesamiento de
grandes volimenes de datos permiten resolver distintos retos en la me-
nor unidad de tiempo, ampliando las capacidades humanas, ayudan a
crear nuevas oportunidades de desarrollo y acceso al conocimiento en
el sector publico y el privado al tiempo que también son rapidamente
aprovechadas como nuevas vias de oportunidad delictivas.

Los que venimos formando parte de las discusiones “ciber” esta-
mos acostumbrados a debatir acerca de la responsabilidad por el delito
computacional, informatico o ciberdelito, cuando los ordenadores son
utilizados como medio o como objeto de ataque a los datos, sistemas y
bases de datos, y a una pluralidad de bienes juridicos tutelados por el
Derecho Penal.

Asistimos, por ejemplo, durante la pandemia de COVID-19 a la
regulaciéon de la actividad de ciber patrullaje*® en redes sociales con
el objeto de prevenir delitos de contenido (pornografia infantil y
ciberterrorismo),” la puesta a disposicion y venta de “falsos medica-
mentos contra el COVID y el ofrecimiento y distribucién de medica-
mentes adulterados por la red”, como asi también al enorme desarrollo
de sitios de suplantacién de identidad con fines de “phishing”y fraude
mediante la captacién y utilizacién de nuestros datos personales, ban-
carios y crediticios.

Sin embargo, las herramientas utilizadas para la actividad pre-
ventiva en redes no han tenido un verdadero proceso de evaluacién y
control, por lo que estas permanecen atin opacas para la ciudadania.

En el campo del derecho penal, resulta evidente que “los siste-
mas asistidos por IA y el andlisis juridico computacional, nos permite
potenciar y enriquecer nuestras capacidades analiticas, suplementar
nuestra capacidad de lectura, nos permiten analizar gran cantidad de
datos “en crudo” y poder extraer variables, correlacionarlas y recono-
cer patrones, tendencias y movimientos dentro de la Big Data juridica
que constituyen las sentencias de nuestros tribunales y ademas ilumi-

20. Disponible en: https://observatoriolegislativocele.com/argentina-resolucion-
144-2020-protocolo-de-ciberpatrullaje-en-fuentes-abiertas/ [fecha de consulta:
06/03/2024]

21. Parlamento Europeo, Reglamento N° 784/2021.
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nar el proceso de formacién de las decisiones judiciales”, tal como lo
explica entre nosotros David Mielnik.>

Asistimos a las primeras investigaciones con produccién y ana-
lisis de prueba informadtica, en las que se utilizan herramientas de
extraccion forense como el UFED de “Cellebrite”,® que si bien no ha
sido desarrollado en el pais, la herramienta permite al investigador fo-
rense asociar programas para el andlisis de imagenes y textos, corre-
lacionando los datos de los dispositivos con otros datos provenientes
de otras fuentes de libre acceso mediante una computadora (fuentes
abiertas) y que pueden consistir ademas en fuentes no digitales.

¢Pero nos brindan las empresas desarrolladoras de estas herra-
mientas de extraccién y analisis la posibilidad de verificar y auditar
los procesos internos que utiliza el algoritmo, nos permite saber qué
datos de las personas se han correlacionado, para llegar a conclusio-
nes fiables respecto de la prueba de la autoria y participacién en ili-
citos punibles? ;Puede dicha prueba ser objeto de critica por parte de
las defensas? Esto es algo en el que el legislador procesal penal debera
pensar para futuras reformas procesales.

Los algoritmos no sélo mejoran la actividad de los abogados y de
los jueces en el manejo de la “Big Data juridica”, sino que rapidamente
estardn cambiando y en forma radical la actividad educativa en la que
profesores y alumnos que ya estan utilizando las herramientas de Mi-
crosoft Co: Chat bot GPT3y 4y los resultados de busqueda de Bing que
han incorporado un bot entrenado con técnicas de analisis del lengua-
je natural, producto del machine learning o aprendizaje automatico de
las maquinas y del deep learning o “aprendizaje profundo”.

Sin perjuicio de estos importantes desarrollos de Microsoft, por
citar el ejemplo que ya todos conocemos y con el que de alguna manera
ya hemos interactuado, al presentar la nueva herramienta, la jefa de
IA responsable de Microsoft reconocié que el bot atin podia “alucinar”
dando informacién falsa, afirmando sin embargo que la tecnologia se
habia vuelto de todos modos “mas confiable”.

22. Mielnik, David, “Curso de andlisis computacional del derecho penal argentino”,
Universidad Torcuato Di Tella.

23. Disponible en: https://cellebrite.com/es/ufed-ultimate-2/ [fecha de consulta:
06/03/2024]
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En los dias que siguieron al anuncio de Microsoft pudo observarse
que Bing arrojo resultados con tremendos errores histéricos.

Lo mismo se afirmé en relacién con el desarrollo del Chat pro-
pio de Google (Bard) que en su primera demostracién también arrojé
errores facticos y esta al salir su nueva versién mejorada.*

Todos los errores son superados y se avanza en dichos desarrollos
debido al enorme incentivo financiero que tienen las empresas para
comercializar ripidamente las tecnologias digitales, sin que importe
en ese afan, la regulacién de todo lo vinculado a la preservaciéon del
anonimato, la seguridad y privacidad de nuestros datos, o las cues-
tiones éticas relativas a la no discriminacién, y otros sesgos algorit-
micos, la supervision de errores etcétera; cuestiones que deberian ya
estar incluidas en el disefio de estas herramientas, pero que todavia
no sucede.” En igual sentido se pronunciaron recientemente técnicos
de empresas informaticas e intelectuales que recientemente pidieron
parar estos desarrollos por un tiempo.*

Resulta un lugar comiin que en nuestros paises no se invierta mucho
dinero cuando de responsabilidad o de seguridad de los datos se trata.

Segun Carly Kind, directora del Instituto Ada Lovelace, organi-
zacion londinense enfocada en el uso responsable de la tecnologia, la
falta de regulacién alienta a las empresas a “priorizar los intereses fi-
nancieros y comerciales a expensas de la seguridad”.””

Por un lado, la regulacién parece llegar tarde® frente a la utilizacién
de una cantidad de productos que ya son el resultado de los datos car-

24. Disponible en: https://www.wired.com/story/chatbots-got-big-and-their-ethical-
red-flags-got-bigger [fecha de consulta: 07/03/2024]

25. Recomendacién sobre la ética de la inteligencia artificial. Regulacién de ética e
IA de Europa y de la Unesco Publicado en 2022 por la Organizacién de las Naciones
Unidas para la Educacidn, la Ciencia y la Cultura, 7, place de Fontenoy, 75352 Paris 07
SP, Francia. UNESCO 2022.

26. Disponible en: https://www.elconfidencial.com/tecnologia/novaceno/2023-04-14/
regulacion-inteligencia-artificial-peligro-chatgpt_3610493/ [fecha de consulta:
07/03/2024]

27. Disponible en: https://www.nuffieldfoundation.org/news/carly-kind-appointed-
director-of-the-ada-lovelace-institute [fecha de consulta: 07/03/2024]

28. Proyecto de regulacién de ética e 1A de Europa y de la Unesco, op cit., 19: alli se
afirma que los sistemas asistidos por IA deben garantizar “la evaluacién continua de
la calidad de los datos de entrenamiento para los sistemas de IA, en particular la ido-
neidad de los procesos de recopilacién y seleccién de datos, y que prevean medidas
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gados en un algoritmo, que incluso ya han aprendido del contexto y son
capaces de imitar tanto los textos, como las imagenes y la voz humanas.

Para todos esos avances se han utilizado terabytes de datos que son
volcados en las redes por todos nosotros, usuarios de Internet, por lo que
estas herramientas en manos de las plataformas digitales no reguladas
omas bien autorreguladas, constituyen una amenaza para la integridad
de nuestros datos, que ya vienen siendo utilizados para el desarrollo de
estos grandes cambios tecnoldgicos y en estas nuevas aplicaciones.

Aligual que el delito informatico, las técnicas algoritmicas tuvieron
un pico de desarrollo y expansién durante la pandemia de SARS-CoV-2,
los algoritmos utilizados por las empresas como Facebook, se dedicaban
a moderar contenidos en redes sociales sin contar con el debido control
humano, ya que en ese periodo empresas de tecnologia funcionaban
con un minimo de personal y eran los algoritmos invisibles los encarga-
dos de acercarnos ciertos contenidos y censurar otros arbitrariamente,
tal como se afirmé desde el “Observacom” en aquel momento:

Frente a la crisis sanitaria global por el Coronavirus, el uso de in-
teligencia artificial (IA) por parte de las redes sociales estd mostrando,
una vez mds, sus limitaciones para la libertad de expresion: ya hay una
gran cantidad de casos la remocién errénea de contenidos por supues-
tas violaciones a sus politicas.”

En virtud de estas alertas de organizaciones de la sociedad civil,
las recomendaciones de organismos internacionales como la OCDE y
el comienzo de regulacion en Europa,® una reciente consulta con ex-
pertos realizada en Montevideo sefial6 la necesidad de generar un ins-
trumento normativo que sirva a los gobiernos del mundo para disefiar
politicas publicas respecto de este fenémeno y sobre todo abordar los
principios éticos que atraviesan la disciplina.*

adecuadas de seguridad y proteccién de los datos, asi como mecanismos de retroali-
mentacién para aprender de los errores y compartir las mejores practicas entre todos
los actores de la IA”.

29. Disponible en: https://www.observacom.org/censurabot/censura-algoritmica-
covid19-expone-una-vez-mas-las-limitaciones-para-la-libertad-de-expresion-en-las-
plataformas-de-internet/ [fecha de consulta: 07/03/2024]
30.Disponibleen:https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021
PCo0206 [fecha de consulta: 07/03/2024]

31. Brito, Lidia, al inaugurar Foro de Montevideo en el primer encuentro virtual convo-
cado por el gobierno de Argentina con apoyo de Unesco.
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Las dificultades son evidentes: de un lado la inmensa cantidad de da-
tos de todos nosotros que son utilizados para alimentar los algoritmos de
IA, sin que a ciencia cierta se sepa como son adquiridos; y del otro, la difi-
cultad para evaluar su impacto cuando las herramientas de IA ya fueron
introducidas en el mercado, ello sumado a la imposibilidad de frenar u
obstruir estos drasticos cambios y desarrollos tecnolégicos que permiten
un acelerado progreso humano y que a la brevedad se impone regular.

Vale la pena enfatizar en que el desarrollo de la IA no hubiera sido
posible si no fuera porque desde hace afios las plataformas en red (por
ejemplo las del grupo Meta: Facebook, Instagram y WhatsApp) por citar
sélo algunas de las que operan en nuestro pais y crecen por el “efecto
red”, vienen trabajando hace largo tiempo con macro datos y algoritmos.

Estas plataformas tecnoldgicas como Facebook e Instagram lo-
calizadas en Sylicon Valley y otras como Twitter, crecieron por las
expectativas de ganar dinero con publicidad y datos sobre todos noso-
tros, dado el volumen de usuarios que incorporan, al incluir, por ej. en
Facebook a los “amigos” y “amigos de los amigos” en dicha plataforma
y fueron aumentando su volumen a expensas de la inmensa cantidad
de datos procesados de sus millones de usuarios. Este modelo de nego-
cios permitié acumular ingentes ganancias® ya que cuantos mas sus-
criptores tiene, mds aumenta el interés por la plataforma.

Dado su crecimiento, las plataformas recurren a filtros de algorit-
mos en forma automatizada para, como dijimos moderar contenidos,
y esa seleccion algoritmica ha demostrado “errores”, que en muchos
casos son directamente “censura”. Por ejemplo, Facebook marcé como
spam informacién verdadera sobre el coronavirus.

Desde Twitter distintos usuarios de diversas partes del mundo
alertaron en la época de aislamiento social sobre la arbitraria remo-

32. El efecto red es un concepto financiero y se trata de una ventaja competitiva que
se produce cuando la demanda y el valor de un proyecto, bien o servicio, aumenta en
consonancia con el nimero de usuarios que tiene. Cuanto mayor sea esta base, mayor
es la demanda y su valor afiadido, lo que provoca la construccién de comunidades
sélidas de usuarios. Este efecto resulta esencial para la expansién de un negocio, ya
que cuantos mas consumidores obtengan un determinado producto o servicio, la de-
manda de este también serd mayor.

A modo de ejemplo, esto lo podemos ver muy claro en las plataformas de redes socia-
les: al principio la utilizan pocos suscriptores, conforme estos aumentan, el interés
por la plataforma también lo hace.
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cién de contenidos relacionados con el COVID-19 bajo la poco trans-
parente causal de “violacion de los estaindares comunitarios”, lo que
sucede en las distintas redes que crecen a expensas de nuestros datos
y que ademads se auto regulan.

La utilizacién de IA para estos procedimientos y la falta de trans-
parencia en los criterios no son novedosas, pero en momentos excep-
cionales sus efectos se tornaron mas visibles y sistematicos, por lo que
también se alerté desde la sociedad civil sobre los peligros de la “mo-
deracién privada”.”

Los algoritmos son en definitiva datos que se categorizan, se per-
sonalizan, se correlacionan y se extraen patrones de conducta. A estos
algoritmos se los entrena a través de operaciones repetitivas y las em-
presas tienen que ganar volumen de usuarios para hacer las operacio-
nes cada vez con mayor cantidad de datos.*

Dada esta realidad, Harari* plantea que el mundo del siglo XXI
podra ser percibido como un “gran flujo de datos” y todas las decisio-
nes seran parte de un procesamiento de datos en el que nos fusiona-
riamos, de hecho, agrega el historiador “hoy en dia ya nos estamos
convirtiendo en mindsculos chips dentro de un gigantesco sistema de
procesamiento de datos que nadie entiende en realidad...”.

Modelos algoritmicos deseables y no deseables

Vale la pena destacar que el uso de sistemas automatizados y el
desarrollo de la IA basado en incesantes flujos de datos no hubiera sido
posible sin el mencionado “efecto red” por el que empresas de propie-
dad del Grupo Meta (Facebook, IG y Whatsapp) por citar sélo algunas
de las que operan en nuestro pais y a nivel global, fueron creciendo a
expensas de sus usuarios y ganaron ingentes sumas de dinero con la
explotaciéon de datos mediante la recoleccidn, analisis y segmentacién
de contenidos (marketing/targeting de datos).

33. Disponible en: https://www.wired.com/story/chatbots-got-big-and-their-ethical-
red-flags-got-bigger [fecha de consulta: 07/03/2024]

34. O'Neil, Cathy, Weapons of Math Destruction: How Big Data increases inequality and
Threatens Democracy, New York, Crown Publishers, 2016, p. 272.

35. Harari, Yuval Noah, 21 Lecciones para el Siglo XXI, Titivillus, 2019.
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Este modelo de negocios, que como sefiale les permitié acumular
ingentes ganancias, fue desplazando —en cuanto a ganancias- a otras
tradicionales empresas petroleras, financieras o de energia.

En definitiva, la clave de todo este nuevo proceso de acumulacién,
son los algoritmos que utilizan las empresas tecnoldgicas, que son los
“editores” de datos que se categorizan, se personalizan, se extraen va-
riables, se comparan y se establecen patrones de conducta de todos
nosotros para en definitiva “orientarnos” y “sugerirnos” consumos,
lecturas, ideas, ideologia, incluida la orientacién de nuestro voto.

A estos algoritmos se los entrena a través de operaciones repetiti-
vas y las empresas han debido ganar el volumen de datos de usuarios
indicado, para hacer las operaciones basadas en la Big Data.

Empresas que, como Google, hacen constantes pruebas y contro-
lan miles de variables, retroalimentan sus algoritmos con la opinién
de millones de personas y hacen un seguimiento para pulir sus resul-
tados, hace que lo que todo este procedimiento esté mas cerca de una
estadistica que otro modelo menor, en el que los resultados del andlisis
dependen de los datos de 20 0 30 personas, los que por supuesto care-
cen de solidez estadistica.

Los estadisticos usan grandes cifras precisamente para compen-
sarlas excepciones y las anomalias, y requieren una retroalimentacion,
algo que les indique cuando se estan desviando y a su vez, se utilizan
los errores para ensefiar a sus modelos y hacerlos mds inteligentes.

Las empresas se ocupan de corregir al algoritmo (por ej. el que nos
recomienda libros) hasta hacer que funcione bien.

El hecho de que un algoritmo “funcione bien” se puede medir por
la cantidad de likes en las redes. Un motor de busqueda es un sistema
estadistico. Estos sistemas trabajan asi, para evitar hacer analisis de-
fectuosos o perjudiciales.

En cambio, hay modelos a los que la cientifica de datos, Cathy
O'Neil,** llama “armas de destruccién matematica” que son las que a
menudo castigan a personas concretas que resultan ser la “excepcién”
del modelo.

36. O'Neil, Cathy, Weapons of Math Destruction: How Big Data increases inequality and
Threatens Democracy, op. cit.
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;Y cémo lo hacen?

Pues definiendo su propia realidad y utilizindola para justificar
sus resultados.

Este tipo de modelo se autoperpetiia y es altamente destructivo
por no aprender nunca de sus errores. En vez de buscar la verdad, es el
propio algoritmo el que la personifica.

Hoy el algoritmo no acerca informacién, sino que condiciona y
orienta nuestras elecciones.

Un modelo no pernicioso trabaja con datos del pasado; no obstan-
te, cada vez mds se usan modelos que utilizan datos sustitutivos (esto
es muy comun tanto para tomar nuevos empleados, reducir personal
como en los sistemas educativos para evaluar o incluso despedir do-
centes que, segin el algoritmo, no llegan a un rendimiento adecuado),
al decir de la citada cientifica.

Agrega Cathy O'Neil que cada vez mas se utilizan informes de sol-
vencia crediticia para llegar a conclusiones tales como qué determina-
do aspirante a un trabajo tiene mayor probabilidad de llegar temprano
o de cumplir las normas, segin pague o no sus facturas o si lo hace
puntualmente. Con este razonamiento se estarian utilizando datos
que son claramente sustitutivos y que por lo tanto se basan en una
creencia, no en datos objetivos del pasado.

En efecto todos sabemos que la solvencia crediticia de una per-
sona puede caer no necesariamente por cuestiones imputables a ella,
dado que una persona puede comenzar a deber facturas de servicios o
pagarlas fuera de término —tal como sucede en paises como el nuestro
con altos indices de pobreza, desigualdad y sujeto a crisis financieras
y de desempleo ciclicas-.

Es interesante el aporte de la estadounidense que afirma que el
empleo de datos o informes de solvencia para tomar empleados arras-
trara a cientos de miles de personas a la pobreza, lo que es un circulo
pernicioso porque ello empeorara aiin mas las calificaciones de solven-
cia de esas mismas personas y esto constituye lo que la cientifica llama
“un bucle de retroalimentacién pernicioso”.””

37. Idem.
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Hay muchas premisas perniciosas que bajo las “matematicas” se
mantienen sin que se las verifique o cuestione (sesgo de automatizacién).

Estos modelos son como una caja negra y los resultados no pue-
den explicarse por si mismos. Se trata de secretos corporativos. Re-
sulta imposible discutir esos modelos o protestar en contra de ellos.
Los programadores no abren los datos de sus sistemas y por lo tanto
estos algoritmos perniciosos no pueden retocarse y sin embargo resul-
tan inapelables por el referido “sesgo de automatizacién” ya que “si lo
dicen las matematicas estard bien”.®

Entre los modelos predictivos y perniciosos aplicados en la Justi-
cia Penal nos detendremos en los mas sesgados o en los “algoritmos
prejuiciosos”.

Son los modelos “chapuceros” que utilizan datos sustitutivos,
tanto para encontrar clientes, manipular personas desesperadas que
buscan crédito o empleos y que en el caso de “la Justicia” sirven para
“orientar” procesos de condenas a para privar a personas de su libertad
o para determinar por ej., su capacidad de reincidir en el delito (mode-
lo predictivo utilizado en la administracién de justicia).

Esta oscuridad en la seleccién de los datos con los que se entrena
al algoritmo precisamente es lo que la autora citada en altimo término
llama “el lado oscuro del Big data”.

En cambio, sigue explicando, que si a cada una de las variables de
un modelo matematico se las conoce y se las puede cuantificar, se le
adjudica un valor o un puntaje y se incluyen todas las relaciones medi-
bles entre los distintos componentes, se analizan patrones, se efectian
comparaciones y se establece un complejo tapiz de probabilidades, ese
modelo como la cientifica explica, puede funcionar dado que si los da-
tos del pasado son “fiables o corroborables” su utilizacién sirve para
mejorar los resultados de cualquier proceso para el que se los utilice.

De esta forma, con las combinaciones éptimas, los modelos pre-
dictivos ya no serian perniciosos porque los datos que toman son rele-
vantes para los resultados que quieren predecir.

38. Lo que suele denominarse “sesgo de automatizacién” es la falta de escepticismo
ante la informacién que nos proporcionan los algoritmos. Paradéjicamente, aqui so-
mos nosotros, y no las maquinas, quienes pecamos de actuar de forma automadtica. Y
como todos los sesgos, tendemos a negarlos.
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En general los modelos perniciosos reemplazan datos que no tie-
nen de las personas por datos sustitutivos, generalmente porque no
disponen de datos relativos a los comportamientos que mas les inte-
resan y asi establecen correlaciones con datos como el c6digo postal,
sus patrones de lenguaje y de consumo, su solvencia crediticia y a estos
datos se los correlaciona por ejemplo con su potencial para devolver un
préstamo, o para cumplir con su trabajo, o para reincidir en el delito.

Estas correlaciones son discriminatorias®* y algunas de ellas ilega-
les. Un modelo debe también poder ser comparado entre lo que predi-
ceylarealidad para identificar en que se han equivocado. Esos son los
llamados por la analista matematica citada, modelos fiables.

Todos tenemos modelos que nos guian para la toma de decisiones
y en general usamos datos conocidos del pasado y, aun asi, hay una
cantidad de incertidumbre respecto de la decisién.*

De todos modos, un modelo matemdtico es siempre una simpli-
ficacién que no puede incluir la complejidad del mundo ni los mati-
ces de la comunicacién humana, ni —agrego— conceptos tan abstractos
como el de justicia. Ver por todos Cathy O'Neil, Blinik,* Zizek* por
citar algunos autores provenientes de diferentes ciencias.

Asi lo afirm6 también recientemente el lingiiista de la Universidad
de Arizona Noam Chomsky,* quien refiriéndose a los chatbots y otros
programas hermanos dice que necesariamente trasladan su responsa-
bilidad a sus creadores por cuanto no saben equilibrar la creatividad con
las restricciones éticas, las fake news o incluso las mentiras o datos falsos.

39. Disponible en: https://datagenero.medium.com/sesgos-en-los-algoritmos-
d13898884cd9. [fecha de consulta: 06/03/2024]. En esta publicacién se describen lo que
son los sesgos algoritmicos y como se producen. Alli se afirma que “El sesgo algorit-
mico se puede presentar de diferentes maneras, como sesgo de género, sesgo racial,
sesgo demografico, sesgo econémico, etcétera. Por lo general, el sesgo desfavorece a
las minorias o a aquellos grupos que no estin bien representados en los datos que se
utilizan para entrenar modelos de aprendizaje automdtico”.

40. O'Neil, Cathy, Weapons of Math Destruction: How Big Data increases inequality and
Threatens Democracy, op. cit.

41. Disponible en: https://youtu.be/lqJODrHfAXE [fecha de consulta: 06/03/2024].

42. Disponible en: https://www.clarin.com/cultura/slavoj-zizek-inteligencia-artifi-
cial-peligro-tomar-chatbot-persona-personas-hablen-chatbots-_o_UGO4aDdngs.
html [fecha de consulta: 06/03/2024]

43. Disponible en: https://palabrapublica.uchile.cl/la-falsa-promesa-del-chatgpt/ [fe-
cha de consulta: 06/03/2024]
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O bien, continua el profesor, sobregeneran contenidos produ-
ciendo tanto verdades como falsedades, apoyando decisiones éticas y
no éticas por igual o exhibiendo falta de compromiso con cualquier
decisién e indiferencia a las consecuencias. Dado que estos sistemas
ostentan amoralidad, falsa ciencia e incompetencia lingiiistica.*

La verdadera inteligencia también es capaz de pensar moralmen-
te. Esto significa restringir la creatividad ilimitada de nuestras men-
tes con un conjunto de principios éticos que determina lo que debe
y no debe ser (y, por supuesto, sometiendo esos principios mismos a
la critica creativa). Para ser ttil, Chat GPT debe estar facultado para
generar resultados novedosos; y para ser aceptable para la mayoria de
sus usuarios, debe mantenerse alejado de contenido moralmente ob-
jetable (Chomsky y Zizek).*

Sefalan los referidos profesores que, como no tienen capacidad
de razonar a partir de principios morales, pueden arrojar resultados
incluso ilegales si se lo carga de datos de entrenamiento ofensivo, mi-
sbgino o racista, como en un pasado reciente sucedid.*

Estos sistemas son por disefio, limitados en lo que pueden apren-
der (o memorizar) son incapaces de distinguir lo posible de lo im-
posible (pueden aprender tanto que la tierra es chata como que es
redonda). Chat GPT3 para el Profesor de Lingiiistica, exhibe plagio,
apatia y obviedad.

Sin embargo, el chat bot GPT3 también al decir de Chomsky ha
concertado enorme interés desde que Microsoft lo anuncié, sin perjui-
cio de las luces rojas que despertaron los algoritmos de generacién de
texto, debido a sesgos y falsedades detectadas.

No obstante, y a pesar de estas anomalias, los gigantes tecnoldgi-
cos se estan apresurando a desarrollar todo tipo de herramientas de
IA generativas de imagenes, de voz, de texto, a pesar de las objeciones
éticas de los investigadores.*

44. 1dem.

45. Disponible en: https://www.clarin.com/cultura/slavoj-zizek-inteligencia-artifi-
cial-peligro-tomar-chatbot-persona-personas-hablen-chatbots-_o_UGO4aDdngs.
html [fecha de consulta: 06/03/2024]

46. Disponible en: ttps://www.wired.com/story/chatbots-got-big-and-their-ethical-
red-flags-got-bigger/ [fecha de consulta: 06/03/2024]

47. Idem.

78

IA - Kleiman.indd 78 21/3/2025 14:13:24


https://www.clarin.com/cultura/slavoj-zizek-inteligencia-artificial-peligro-tomar-chatbot-persona-personas-hablen-chatbots-_0_UGO4aDdnqs.html
https://www.clarin.com/cultura/slavoj-zizek-inteligencia-artificial-peligro-tomar-chatbot-persona-personas-hablen-chatbots-_0_UGO4aDdnqs.html
https://www.clarin.com/cultura/slavoj-zizek-inteligencia-artificial-peligro-tomar-chatbot-persona-personas-hablen-chatbots-_0_UGO4aDdnqs.html

INTELIGENCIA ARTIFICIAL Y ADMINISTRACION DE JUSTICIA

Toda esta ingente masa de datos de la que se nutre la inteligencia
artificial, es indudablemente més facil de compilar computacionalmen-
te que por un ser humano, en cada campo del conocimiento humano.

El gran tema a tener en cuenta para entrenar a un algoritmo en
forma fiable es restringir dicho entrenamiento sélo a aquellos datos
que puedan ser ttiles y no sesgados.

En este ambito las regulaciones son complejas, tal como lo fueron
las de Internet en donde la normativa siempre llegé corriendo de atras
al fenémeno al que deseaban regular, y las empresas proveedoras de
servicios de Internet trabajaron tanto para acelerar sus negocios como
para desacelerar las regulaciones, so pretexto de que “la industria ne-
cesita pocos obstaculos, ya que Estados Unidos compite con China por
elliderazgo tecnolégico”, tal como pudo leerse en The New York Times,*®
edicién del 23 de marzo de 2023, donde se sostiene que Washington
estd tomando una postura de no intervencién a este proceso de auge
del desarrollo de la IA que se ha apoderado de Silicon Valley, con Mi-
crosoft, Google, Alphabet y Meta compitiendo entre si para acelerar los
desarrollos tecnolégicos.

Asi la generacién de chatbots, los automéviles auto pilotados, las
cortadoras de césped inalambrica, por citar diversos artefactos cul-
turales, vienen generando el debate comentado sobre el desarrollo
tecnoldgico y los limites éticos, sin soslayar ciertos temores de que la
robdtica pueda eventualmente reemplazar a los humanos en los traba-
jos o incluso volverse conscientes.

La economia del Big Data ha dado ingentes riquezas a sus empre-
sas, lo que las mantiene al tope de todos los ratings de ganancias, sin

48. Disponible en: https://www.nytimes.com/2023/03/03/technology/artificial-intelli-
gence-regulation-congress.html?unlocked_article_code=1TqqndCUgN8reUHIEizoZ_
ezwUCSq80h108CvEutusyyloiDno9gdFYm7CvpooLaoNNgkjoiuto1jP-
ZEy4q3eVXYVuSysH_wmlq2XpHFoiqpKKOgkbXdxA2r61WI3T6tfiJUXIBt_LD-
mKé7wPvi2HmgeXze3kXCPuoD-IXV8mpUlc6SuSL6ObWWZGGM9bvOORRHX9r-
XnDOuDf_Fuv68dcCGTqgwoiotHboN_IA-vhVb2Ct9ibNnzMPvwArEwEP4C-6nLxia]-
11duSYPOP{D6bLuSWhn8PN7DnJ7eAeSBR_WxwPMESwyFveCe2wRqRwmnwvjAD-
QDAiDvSMitbsUoITETHhSrrhN2rUfGmh85V6mRCOPEgE9QZnA&smid=url-share
[fecha de consulta: 06/03/2024]
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perjuicio de lo cual recientemente hemos podido asistir a la caida del
Banco de Silicon Valley (SVB).#

Lo cierto es que con un programa de computadora se pueden pro-
cesar miles de curriculos, procesar solicitudes de préstamos en un par
de segundos, datos de salud, etcétera y clasificarlos en listas bien orde-
nadas con los candidatos mas prometedores ubicados en los primeros
puestos de las busquedas laborales, etcétera.

También es cierto que los programas informaticos que cruzan y
parametrizan nuestros datos permiten sustituirnos en tareas que a los
humanos nos lleva ingente cantidad de tiempo y que pueden ser ruti-
narias, mondtonas y repetitivas.

¢Pero qué queda de la objetividad de la programacién de un algorit-
mo? Y cdmo hacer que ellos sean “objetivos y justos” tal como estos pro-
cedimientos fueron anunciados y que las decisiones superen o mejoren
las humanas, en la medida en que no se utilicen herramientas automati-
zadas que muchas veces son “opiniones prejuiciosas programadas”.

Parte de la solucién es que los modelos matematicos sean supervi-
sados con vision éticay corregida cuando se producen desvios y que no
se programen los prejuicios, las equivocaciones y los sesgos humanos,
pero bajo la falsa apariencia de que los modelos matematicos son mu-
cho mis fiables que las decisiones humanas.s°

La justicia predictiva basada en datos. Breve
referencia al sistema COMPAS de evaluacion de
riesgo. Critica al algoritmo de COMPAS

Hoy en dia los Tribunales, bancos y otras instituciones estin em-
pleando sistemas automatizados de andlisis de datos para tomar de-
cisiones que afectan nuestras vidas y dichas decisiones son dejadas
en manos de algoritmos que deciden las prioridades y que no solo nos
informan, sino que fundamentalmente nos orientan.

49. Disponible en: https://www.infobae.com/economia/2023/03/14/las-razones-del-
derrumbe-de-sillicon-valley-bank-un-experto-analiza-las-desacertadas-decisiones-
del-banco/ [fecha de consulta: 06/03/2024]

50. O'Neil, Cathy, Weapons of Math Destruction: How Big Data increases inequality and
Threatens Democracy, op. cit.
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Esto es sefialado por la revista Mit Tecnologie Review que nos aler-
ta nuevamente sobre la discriminacidn, sesgos y censura algoritmica,
esta vez refiriéndose al algoritmo de COMPAS,* que es una herra-
mienta de evaluacién de riesgos que se utiliza en el sistema de Justicia
Penal de los EUA para medir la posibilidad de reincidencia, el que sin
quererlo comenzé a discriminar a las personas por su raza y que fue
detectado a través de un analisis de la fundacién Pro Publica, que co-
menzd a comparar las evaluaciones de riesgo de COMPAS de mas de
10.000 personas detenidas en un condado de Florida (EE. UU.) con la
frecuencia con la que realmente volvian a reincidir.

Se explica en la publicacién que al algoritmo de COMPAS se lo
entrena con los datos histéricos de los acusados para encontrar corre-
laciones entre factores como la edad, sus antecedentes en el sistema de
justicia penal, y toma en cuenta también los arrestos policiales.

Luego usa esas correlaciones para predecir la probabilidad de que
un acusado sea detenido por otro delito durante el periodo de espera
del juicio.

Segtn su analisis, el algoritmo “predijo correctamente la reinci-
dencia para los acusados blancos y negros con aproximadamente la
misma tasa de éxito”. Pero cuando el algoritmo fallaba, el error era dis-
tinto para negros y blancos.

En concreto, el error consistia en que “los negros son casi dos ve-
ces mas propensos que los blancos a ser clasificados con un riesgo mas
alto sin llegar realmente a reincidir”.

Ello ocurre porque estas herramientas utilizan los previos arres-
tos como un indicador de dicha probabilidad; pero, en este punto, hay
grandes discrepancias entre negros y blancos, porque la policia tiene
un historial desproporcionado de arrestos de minorias raciales y de
manipulacién de datos, se sefiala en la mencionada publicacién.

Ademas, los nuevos arrestos de reincidentes ocurren a menudo
por culpa de infracciones técnicas, como no comparecer ante el tribu-
nal, mas que por la reincidencia en la actividad delictiva.

51. Disponible en: https://www.technologyreview.es/s/7950/unamonos-pa [fecha de
consulta: 06/03/2024]
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Esto se llama puntuacién de riesgo y el objetivo es actuar a modo
de recomendacioén a los jueces para que los sujetos de alto riesgo sean
encarcelados durante el proceso.

Lo que se demostré es que dentro de la zona de acusados de “alto
riesgo” hubo algunos que no debieron ser realmente encarcelados y
otro tanto ocurrid con los de “bajo riesgo”.

Se podra decir que este es un equilibrio con que el sistema de jus-
ticia penal siempre ha lidiado, asi que la cosa no cambia cuando usa-
mos un algoritmo (lo que sucede por las tasas de falsos positivos y de
falsos negativos que arrojan).

En este caso seria ético seguir la maxima utilizada desde el siglo
XVIII que reza: “Es mejor que 10 culpables sigan libres a que un ino-
cente sufra”.

No existe ningin algoritmo capaz de solucionar este problema.
De hecho, ni siquiera es un problema algoritmico. Los jueces estan to-
mando actualmente el mismo tipo de decisiones sesgadas o forzadas
(cuando benefician o no, en funcién de raza, genero, incapacidad), y
asilo han hecho a lo largo de la historia.

Pero hay algo que el algoritmo si ha cambiado.

Aunque es posible que los jueces no siempre sean transparentes
sobre cémo eligen entre diferentes nociones de lo justo, las personas
pueden impugnar sus decisiones. Por el contrario, COMPAS, elabo-
rado por la empresa privada Northpointe y segtin el MIT Technology
Review, es un secreto comercial que no puede ser revisado ni interro-
gado publicamente.

Los acusados ya no pueden cuestionar sus resultados y las agen-
cias gubernamentales han perdido la capacidad de analizar el proceso
de la toma de decisiones. Ya no existe la rendicién ptblica de cuentas,
se sefiala en el informe de dicha institucion.

La Ley de Responsabilidad Algoritmica propuesta en 2019°* es un
ejemplo de un buen primer paso, segiin el profesor de derecho de la
Universidad de California y especialista en inteligencia artificial y de-
recho, Andrew Selbst, citado en el articulo al que nos referimos.

52. Disponible en: https://revistas.ucm.es/index.php/TEKN/article/view/79692 [fecha
de consulta: 06/03/2024]
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Este proyecto de ley, que quiere regular el sesgo en los sistemas
automatizados de toma de decisiones, tiene dos caracteristicas desta-
cables que sirven como modelo para la futura legislacién.

La primera, es que obligaria a las grandes empresas de tecnologia
a controlar sus sistemas de aprendizaje automatico para detectar ses-
gos y discriminacién en una “evaluaciéon de impacto”.

La segunda, es que no especifica la definicién de lo justo (porque
entiende que ello significa diferentes cosas en distintos contextos). Sin
embargo, expresa Selbst que algunas “eficiencias” en la construccién
del algoritmo ameritarian encontrar tales definiciones en cada caso.

Al fin y al cabo, los sistemas predictivos se basan en estadisticas
generalizadas, no en la situacién individual de alguien.

Esto siempre ha sido ajeno al Derecho Penal en el que se evalia la
responsabilidad personal por el hecho; no obstante, podrian ser asisten-
tes ttiles para lograr decisiones mds sabias y justas que las que los seres
humanos hacen por si solos, pero siempre y cuando se tengan en cuenta
las referidas pautas relativas a la evaluacién de impacto y se eliminen los
cuestionamientos relativas a la falta de control de los desvios y se estu-
dielaincorporacién del concepto de “lo justo” adaptado al caso concreto.
Saldemos antiguas discusiones antes de regular lo nuevo.

Lo que nos convoca como juristas es preguntarnos tanto por el
entrenamiento algoritmico, sus sesgos y errores o desvios para la eva-
luacién de riesgos como por las responsabilidades por los resultados
erréneos o dafiosos producidos por una Al y el titulo de su imputacidn.

Esto se responderia, en parte, saldando el debate sobre la res-
ponsabilidad civil, administrativa o penal de los ISP, que debido a la
cantidad de informacién que manejan, junto a su capacidad de al-
macenamiento y de cémputo, son las que tienen las condiciones para
desarrollar estas herramientas, su programacion y su eficiente y no
delictiva introduccién al mercado.

Obviamente les corresponde una responsabilidad civil e incluso
penal por cuanto son los ISP los que explotan econémicamente nues-
tros datos.

Recientemente pudo leerse en The New York Times:

Que cuando los legisladores destacan los avances de la tecnologia, pocos
estan tomando medidas al respecto. No se ha propuesto ningiin pro-
yecto de ley para proteger a las personas o impedir el desarrollo de los
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aspectos potencialmente peligrosos de la IA. Y la legislacién introducida
en los tltimos afos para frenar las aplicaciones de IA como el reconoci-
miento facial se ha marchitado en el Congreso.*

Esalgo sabido que falta el debate a fondo respecto de por lo menos
tres puntos centrales:

a. Como se distribuyen las responsabilidades en el mundo di-

gital.

b. Cudl debe ser la sancién por las consecuencias de la utiliza-
cién no transparente de nuestros datos.

c. De quien es la propiedad de los datos personales, los almace-
nados por las empresas y de quien son los contenidos puestos
en las redes por los usuarios.

Somos los usuarios dependientes de Internet, los que suministra-
mos los datos con los que las empresas alimentan las herramientas de
IA y no tenemos injerencia alguna en la forma en que son procesados
y menos que menos en los tipos de resultados que arrojan de nosotros
los consumidores y usuarios de la tecnologia.

Baste recordar que uno de los efectos perniciosos de la Big data
que fueron debatidos y no solucionados, a raiz de lo testimoniado por
ex directivos de las principales empresas tecnoldgicas, que sacaron a la
luz los mecanismos depredadores de las grandes plataformas y redes
sociales para lograr por ejemplo, la dependencia de nifios, nifias y ado-
lescentes respecto de sus dispositivos méviles y tenerlos permanente-
mente siguiendo la actividad en las redes.

Fue el presidente de los EUA, Biden, quien pidié al Congreso la
urgente regulacion de este grave problema.*

53. Disponible en: https://www.nytimes.com/2023/03/03/technology/artificial-intelli-
gence-regulation-congress.html?auth=login-googleitap&login=googleitap&smid=u
rl-share&unlocked_article_code=1TqqndCUgN8reUHIEizoZ_ezwUCSq80h108CvEu-
tusyyloiDno9gd FYm7CvpooLaoNNgkjoiuto1jPZEy4q3eVXYVuSysH_wmlq2XpHFoi-
qpKKOgkbXdxA2r61WI13T6tfiJUXIBt_LDmKé67wPvi2HmgeXze3kXCPuoD-1XV8m-
pUlc6SuSL6ObWWZGGM9bvOORRHX9rXnDOuDf_Fuv68dcCGTqgwoiotHboN_IA-
vhVb2Ct9ibNnzMPywArEwEP4C-6nLxiaJ11duSYPOPfD6bLuSWhn8PN7Dn]J7eAeS-
BR_WxwPMESwyFveCe2wRqRwmnwvjADQDAiDvSMitbsUoITETHhSrrhN2rUfG-
mh85V6mRCOPEZE9QZnA [fecha de consulta: 06/03/2024]

54. Disponible en: https://tekiosmag.com/2023/02/28/la-urgencia-de-joe-biden-por-
regular-como-los-ninos-usan-la-tecnologia/
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También resulta un testimonio alarmante de la carencia de regu-
lacién y control, del uso indebido, manipulacién y cesién no autori-
zada de nuestros datos, el mal uso de Facebook (hoy Meta Platforms)
que cedid sin autorizacién datos de los votantes estadounidenses para
favorecer a candidatos politicos de un partido, manipulando los resul-
tados de diferentes elecciones.®

Sin embargo, es poco lo que se ha avanzado en el control y sancién
penal a las empresas, capaces de ceder sin autorizacién nuestros datos y
atraer a nifios y adolescentes en las redes un promedio 9 horas diarias®
mediante la estrategia de enviar permanentes notificaciones de noti-
cias de sus “amigos”, para tenerlos en vilo y dependientes para asi poder
mandar publicidades y medir contenidos para nifios y adolescentes.”

Estas conductas perniciosas®® se suman a los ya referidos proble-
mas de sesgos, omisiones e incorrecciones de los algoritmos que tien-
den a ahondar y profundizar diferencias sociales, raciales, religiosas,
de género, politicas y econémicas, entre otras, estableciendo profun-
das fragmentaciones sociales, sin que hasta el momento estos efectos
y la responsabilidad por la programacién defectuosa de los algoritmos
hayan sido regulados.

Obviamente se suman a las victimas tradicionales, los nifios y ni-
nas, las personas no nativas digitales y los usuarios en general, que
como consumidores de Internet, nos hemos visto obligados a migrar
nuestras interacciones y operaciones a las diversas plataformas digita-
les para desarrollar la totalidad de nuestras interacciones personales,
tramites y transacciones.

Todo este avance tecnoldgico generd estas nuevas victimas que
por falta de capacitacién e informacién caen en manos de terceros
inescrupulosos que operan dentro de este entorno.

55.Disponibleen:https://elpais.com/retina/2020/10/15/tendencias/1602775507_386132.
html [fecha de consulta: 06/03/2024]

56. Disponible en: https://cnnespanol.cnn.com/2015/11/03/los-adolescentes-pasan-
9-horas-al-dia-usando-los-medios-segun-informe/ [fecha de consulta: 06/03/2024]

57. Disponible en: https://www.unicef.org/uruguay/redes-sociales-y-adolescentes-lo-
que-tenes-que-saber [fecha de consulta: 06/03/2024]

58. Disponible en: https://www.paginaiz.com.ar/372879-frances-haugen-denuncio-
los-efectos-nocivos-de-facebook-ante [fecha de consulta: 06/03/2024]
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Ademis de los ya tradicionales delitos informaticos, que tienen a
los sistemas informaticos como objeto o como medio de ataque, veni-
mos asistiendo al desarrollo de la inteligencia artificial generativa de
aplicaciones que hace tiempo se vienen entrenando con nuestras voces,
textos e imagenes, por lo que prontamente deberan también regularse
las consecuencias de su uso delictivo para el fraude y el plagio, y para po-
sibles secuestros extorsivos y nuevas estafas cometidas mediante el uso
de estas refinadas y convincentes herramientas que hoy nos envuelven.

Consideraciones preliminares

La tecnologia basada en modelos estadisticos que muchas veces
son opacos (modelos preventivos policiales como los de reconocimien-
to facial, hoy suspendido en la Ciudad Auténoma de Buenos Aires)* y
dejusticia predictiva —como los de medicién de reincidencia comenta-
dos—no han sido regulados, a pesar de las grandes criticas formuladas
por organizaciones de derechos humanos, en la medida que compro-
meten la intimidad, privacidad y seguridad de nuestros datos y que
incluso cercenan nuestra libertad ambulatoria, la garantia de igualdad
y la de prohibicién de autoincriminacion.

Las criticas pasan sin duda, por el uso masivo e indiscriminado
de nuestros datos para entrenar a los algoritmos, y por los errores y
sesgos que arroja su utilizacion en la programacién de datos que son
verdaderos “prejuicios codificados” lo que ocurre —en principio— por la
falta de la debida supervisién y medicién de impacto, que es la opera-
cién que precisamente permite corregir dichos desvios.

Es dable advertir que este debate debe ser dado en el ambito local
pero también en el marco hemisférico y global porque las nuevas aplica-
ciones son utilizadas y despliegan sus contenidos en forma global, dada
precisamente las caracteristicas transnacionales de estos desarrollos.

59. Disponible en: https://www.cels.org.ar/web/2022/09/una-jueza-declaro-incons-
titucional-el-uso-del-sistema-de-reconocimiento-facial-en-caba/ [fecha de consulta:
06/03/2024]
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Conclusiones

En el afin de abarcar este fenémeno de Big data, Argentina cuenta
con desarrollos en el sistema de justicia, alguno de los cuales se en-
cuentran operativos y otros no.

En este sentido, y sin pretender abarcar a todos ellos, se desta-
can el programa de Analisis Computacional desarrollado por David
Mielnik consistente en la busqueda y analisis de las sentencias de las
cuatro salas en la Cimara de Casacién Penal Federal, el que sin perjui-
cio de no encontrarse operativo por el momento, propone un andlisis
computacional de dichas sentencias, automatizando en primer lugar
la operacidén de descarga de fallos, que luego son almacenados y poste-
riormente la herramienta permite extraer texto e informacién bésica
de los mismos, lo que permitird tanto a los jueces como a los letrados
tomar decisiones basadas en las tendencias de la Cadmara.

De esta manera —explica el autor- “se produjo una base de datos
conformada por 44027 decisiones jurisdiccionales dictadas por las
cuatro salas de la Camara Federal de Casacion Penal y la Sala de feria”.

Senala Mielnik que el andlisis se produce a una escala nunca vista,
tanto por la posibilidad que nos brindan estas herramientas de am-
pliar nuestro campo de lectura reduciendo a dias lo que llevaria sema-
nas por lo que también permite conocer mas profundamente como se
van formando las decisiones judiciales: lo que el autor llama “iluminar
el proceso de formacién de las decisiones judiciales”.®

Otra herramienta desarrollada por un fisico de Conicet permitid
reconstruir y desentrafiar con imagenes de diversas fuentes —como fo-
tografias de cronistas y videos de cimaras de seguridad de la Policia
Federal, sefales de television y otras—, las circunstancias en las que se
produjeron cinco asesinatos y resultaron heridas varias personas du-
rante la protesta social del 20 de diciembre de 2001 que tuvo lugar en
la Ciudad de Buenos Aires.

Con el programa al que llamé “panéptico audiovisual” se pudieron
analizar 6rdenes transmitidas por radio para asi reconstruir lo ocurri-
do en esos dias de diciembre de 2001 y poder identificar responsables

60. Mielnik, David, Andlisis computacional del Derecho Penal Argentino, Tesis Magister en
Derecho Penal de la UTDT.
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tanto politicos como materiales de la jornada. El programa permitié
ordenar 300 horas de video y 500 fotografias, lo que no solo ayudé a
querellantes, fiscales y defensas a revisar y documentar desde su pun-
to de vista qué es lo que ese dia ocurrid, sino también, que genero otro
grupo de causas judiciales a partir de dicho material.

El UFED de la empresa Cellebrite® es una herramienta de foren-
sia muy utilizada en los tribunales de nuestro pais, y que actualmente
permite distintos tipos de extraccién de contenido de los dispositivos
sometidos a pericia forense.

Se utiliza para la extraccién légica de los datos de un dispositivo
movil (SMS, registro de logs de llamadas, imagenes, agenda, videos,
audios, ciertos datos de aplicaciones y mds).

Extrae datos embebidos en la memoria de un dispositivo mévil, base
de datos no visibles, passwords, y desbloquea y muestra contrasefias de
una fuente como un dispositivo mévil. Puede clonar la tarjeta sim, es decir
copia una ID de SIM de una tarjeta SIM a otra tarjeta SIM o a Cellebrite.
Ademas, permite realizar la extraccion fisica de una imagen bit a bit de la
memoria flash de un dispositivo incluyendo el espacio no asignado, que
es el area de la memoria flash que ya no es rastreada por el sistema de
archivos, y que puede contener imagenes, videos, archivos etcétera. Asi-
mismo, utilizando métodos avanzados de carving, —un proceso empleado
para extraer una coleccién de datos de un conjunto mas grande de da-
tos—, se puede ademas agregar notas del investigador que lo utiliza.

El problema esta cuando no queda claro si el comportamiento de-
clarado delas herramientas resultara ser igual a los objetivos persegui-
dos y a lo que sucede realmente con el aprendizaje automatizado de
las maquinas. Lo ético de estos desarrollos resulta del hecho de poder
conocer siempre como son tomados los datos y para que la libertad
probatoria en un proceso sea tal, es importante que no sean admitidas
pericias que no pueden ser controladas por las partes.

A nivel administrativo existe un esfuerzo regulatorio por parte del
BCRA dentro del sistema financiero y bancario argentino, y que me-
diante la reciente comunicacién “A” 7724, referida a las herramientas
de inteligencia artificial y su uso en el sistema financiero y bancario

61. Disponible en: https://cellebrite.com/es/ufed-ultimate-2/ [fecha de consulta:
06/03/2024]
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obliga a las entidades a identificar y documentar el objetivo del uso,
por si o por terceros, de software que utilice algoritmos de inteligencia
artificial o aprendizaje automatico en sus proyectos o procesos.

Ademis, obliga a establecer roles y responsabilidades para la de-
finicién del contexto en que operan los sistemas de inteligencia arti-
ficial o de aprendizaje automatico, a la identificacién de los modelos,
algoritmos y de los conjuntos de datos utilizados, objetivo del uso y la
definicién de Inteligencia artificial o aprendizaje automatico y la de-
finicién de métricas y umbrales precisos para evaluar la confiabilidad
de las soluciones implementadas. Asimismo, la comunicacién prevé
que deberan hacerse los andlisis de riesgos correspondientes previen-
dolas consideraciones minimas que deberan medir; como por ejemplo
los datos utilizados para el entrenamiento, su volumen, complejidad y
obsolescencia, la privacidad y la afectacién a los usuarios en su calidad
de consumidores y otros establecidos.

Adicionalmente, prevé la obligacién de implementar procesos que
promuevan la confiabilidad en el uso de este tipo de algoritmos e in-
cluyan al menos:

« Medidas para evitar la existencia de sesgos o discriminacién
contra grupos o segmentos de clientes o usuarios de los pro-
ductos y/o servicios financieros.

« Documentacioén respecto de la transparencia, la explicabi-
lidad de los modelos utilizados y la interpretabilidad de los
resultados.

« Laejecucién de revisiones periddicas de los resultados respec-
to de la tolerancia al riesgo definida.

« La comunicacién al cliente cuando utilice servicios soporta-
dos por este tipo de tecnologia.

Toda esta regulacién de la IA resulta compatible con las disposi-
ciones de la Agencia Federal de Datos de nuestro pais y con las dispo-
siciones del GDPR® europeo de 2018 respecto de la proteccion de datos
personales. Lo que falta:

a. Laregulacién general del fenémeno siguiendo el aforismo la-

tino: nulla coactio sine lege que muy especialmente contemple

62. Disponible en: https://nic.ar/es/enterate/novedades/entra-en-vigencia-nuevo-
gdpr [fecha de consulta: 06/03/2024]
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—entre otros problemas- los de privacidad/intimidad/igual-
dad y no discriminacién como asi también reglamentar la uti-
lizacién transfronteriza de nuestros datos.

b. Como el fenémeno algoritmico es un fenémeno de Big data,
por lo tanto imposible de abarcar con nuestras capacidades
innatas, y dado que el Derecho es un fenémeno de Big Data,
tenemos que incorporar los fantasticos beneficios del anali-
sis juridico computacional tanto para la resolucién de casos
simples como para la seleccién y analisis de fallos de los Tri-
bunales y pensar como incorporamos a ellos el concepto de
justicia —en el caso concreto- sobre cuya relatividad, segtn el
contexto, resulta tan dificil de asir e incorporar al puntaje o
valuacion en un algoritmo.

Los algoritmos nos permiten hacer las mismas operaciones
critico-juridicas a escala donde quienes tienen la capacidad de acercar
las fuentes de informacién son las maquinas (Mielnik).

Introducir el andlisis computacional del Derecho facilitada por
los algoritmos no modifica lo que los abogados hacen actualmente,
sino que altera la manera en que lo hacen e introducen a los juristas en
nuevas y ricas fuentes de informacién.

Si bien no existe legislacién especifica de responsabilidad de las
empresas que producen sistemas basados en inteligencia artificial, la
doctrina nacional y los fallos a través de distintas pautas que van dan-
do respecto de la responsabilidad, afirman que rigen las disposiciones
relativas al consumidor® y a la responsabilidad por el producto.

La utilizacién de herramientas de IA en el proceso penal debe
respetar la garantia de juicio justo, derecho al recurso y principio de
inocencia, sobre todo cuando se trabaja con algoritmos que utilizan
datos sustitutivos.

La libertad probatoria implica la utilizacién de pericias asistidas
por IA de las que nos podamos defender.

Diversas agencias como la Red Iberoamericana de Proteccién de
Datos elaboré dos documentos orientadores para el adecuado uso de

63. Disponible en: http://www.saij.gob.ar/corte-suprema-justicia-nacion-federal-ciu-
dad-autonoma-buenos-aires-claps-enrique-martin-mercado-libre-sa-danos-perjui-
cios-fa13000193-2013-11-19/123456789-391-0003-10ts-eupmocsollaf [fecha de consulta:
06/03/2024]
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datos personales en el disefio e implementacién de inteligencia artifi-
cial, asi como la Disposicién 60/2016 de la Agencia de Acceso a la Infor-
macién para la transferencia internacional de datos que, entre otras
cosas, establece que de existir cualquier controversia sobre la informa-
cién, la misma debe resolverse por ley argentina y por un juez argenti-
no. A eso hay que sumarle las exigencias del GDPR* europeo de 2018.%

Esta disposicién de la Agencia citada es de suma importancia,
por cuanto también dispone, entre los Controles y notificaciones,
que las organizaciones

... deberan proteger los datos personales con las medidas de seguridad
apropiadas, notificar a las autoridades las filtraciones de datos persona-
les, obtener los consentimientos apropiados para el procesamiento de
los datos y mantener registros detallados de su procesamiento.

Para concluir cabe sefalar que tal como fuera anunciado por Yu-
val Noah Harari en su libro 21 Lecciones para el siglo XX1,% la libertad y la
igualdad son los grandes temas del siglo y Harari lo expresa ast:

... ]a fusién de la infotecnologia y la biotecnologia podrin hacer que muy
pronto miles de millones de humanos queden fuera del mercado de tra-
bajo y socavar tanto la libertad como la igualdad [...]

Los algoritmos de macrodatos pueden crear dictaduras digitales en las
que todo el poder esté concentrado en las manos de una élite mintscula
al tiempo que la mayor parte de la gente padezca no ya explotacién, sino
algo muchisimo peor, irrelevancia.

64. El 25 de mayo del afio 2018 entré en vigencia el Reglamento General de Proteccién
de Datos (GDPR por su sigla en inglés). Se trata de una normativa de privacidad dic-
tada por la Unién Europea que establece mayores derechos para los titulares de datos
y mayores obligaciones para las personas, empresas, gobiernos y organizaciones que
ofrezcan bienes y servicios o que recopilen y analicen datos vinculados a los residen-
tes de la UE. Entre las novedades que incorpora el Reglamento, estin las siguientes:
“Privacidad personal: En relacién a los datos personales, el GDPR establece que las
personas tienen derecho a acceder a ellos, corregir errores que puedan tener, borrar-
los, objetar su procesamiento y exportarlos”.

65. Disponible en: https://es.unesco.org/news/inteligencia-artificial-america-latina-
debate-normativa-abordaje-eticodisciplina [fecha de consulta: 06/03/2024]

66. Harari, Yuval Noah, 21 Lecciones para el Siglo XXI, op. cit.
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La utilizacién de un agente encubierto
con Inteligencia Artificial a la luz de las
garantias constitucionales

Brenda Flesler*

Introduccidn

La irrupcién de las tecnologias modernas ha brindado un espacio
con mayor facilidad para la comisién de delitos, entre ellos, el acce-
so, la divulgacién y la distribucién de representaciones de un menor
dedicado a actividades sexuales explicitas e incluso a la posibilidad
de que los peddfilos contacten a menores de edad desde un completo
anonimato. Hace no mucho tiempo atrds, era necesario para realizar
estas conductas introducirse en redes complejas de manera presen-
cial, pero, con el advenimiento de internet, esta situaciéon cambid sus-
tancialmente. Este medio se convirtio en el ideal para la operacién de
redes complejas y cerradas en la que la produccién, financiamiento,
comercializacién y publicacién de material con contenido sexual in-
fantil o el contacto con menores de edad con fines sexuales se hace de
un modo en el que las identidades pueden mantenerse en total anoni-
mato generando un riesgo mucho menor para los autores. Este esce-
nario impuso la necesidad de todos los Estados de detectar maniobras
ilicitas y contar con los medios y respuestas eficaces para combatirlas.

Es en este contexto, que en distintas legislaciones se incorpora, no
sin ciertos reparos, la figura del agente encubierto. Hay autores como
Maier o Sancinetti’ que sostuvieron que se trata de un mecanismo por
el cual el Estado se autoriza a cometer delitos y luego se perdona a si

* Abogada con orientacién en Derecho Penal por la Facultad de Derecho, Universi-
dad de Buenos Aires. Magister en Derecho Penal por la Universidad Austral (titulo en
tramite). Magister en Derecho Penal por la Universidad de Salamanca. Docente de
derecho penal y Procesal Penal, Facultad de Derecho, Universidad de Buenos Aires.
Empleada del Ministerio Pablico de la Defensa.

1. Rendo, Angel Daniel, Agente encubierto, Tucuman, Editorial Albrematica, 2010.

93

IA - Kleiman.indd 93 21/3/2025 14:13:25



COLECCION DOCTRINA

mismo, introduciendo de esta forma criminales autorizados a delinquir
por resolucién fundada. Sin embargo, de la vereda de enfrente se ha ubi-
cado la Corte Suprema de Justicia Argentina (en adelante CSJN), en el
marco del fallo “Fiscal ¢/ Fernandez Victor”. Alli en los considerandos
10, 11, 12y 13 desarroll6 un minucioso analisis de esta técnica de investi-
gacion y sostuvo que su utilizacion para la averiguacion de delitos no es
por si mismo contrario a garantias constitucionales. Y que una cuidado-
sa comprension de nuestra vida social comtn comprueba que hay cier-
tos delitos graves que se preparan y ejecutan en una esfera de intimidad
e imponen reconocer que solo son susceptibles de ser descubiertos me-
diante la utilizacién de infiltraciones en esos circulos.

En este escenario ya poco pacifico, y frente a una realidad social en
la que internet ofrece un estado de completo anonimato y la dificultad
que eso conlleva de poder prevenir, advertir y evitar ciertos delitos co-
metidos en esos dmbitos antes de que estos sean consumados y resulten
impunes, se alza la necesidad de adecuar las técnicas de investigacién
y prevencion de los Estados a este nuevo tipo de delitos. La figura del
agente encubierto no queda exenta a esta necesidad de modernizacion.
Su clasica regulacién y utilizacién como aquel funcionario policial infil-
trado de manera presencial en cierto grupo de crimen organizado mu-
chas veces resulta insuficiente en un escenario en el que los delitos no se
cometen bajo esa modalidad, sino de forma virtual.

En este contexto irrumpe la inteligencia artificial que hace tiempo
se encuentra aplicindose paulatinamente a los procesos y exige, nece-
sariamente, una revision de la regulacién legal del instituto para que
resulte aplicable.

El agente encubierto en la legislacidn argentina.
Requisitos legales y principios constitucionales
que larigen

Con la sancién de la Ley N° 27319, el legislador ha regulado la in-
tervencién del agente encubierto para delitos denominados “complejos”

2. CSJN, Fallos: 313-2:1305, “Fiscal ¢/ Ferndndez, Victor Hugo s/ av. infraccién Ley
N° 2077, 11/12/1990.
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especificados en la norma: narcotrafico (Ley N° 23737); contrabando
(Seccién X1, titulo I del Codigo Aduanero); terrorismo (Art. 41 quinquies
del Cédigo Penal); corrupcién de menores y su financiacién, promocién
y explotacién de la prostitucién; produccidn, financiacidn, ofrecimien-
to, comercializacién, publicacidn, facilitacién, divulgacién, distribucién
toda representacién de un menor dedicado a actividades sexuales expli-
citas con fines sexuales, y organizar espectaculos en vivo de represen-
taciones sexuales explicitas en que participaren dichos menores (arts.
125, 125 bis, 126, 127y 128, respectivamente del Cédigo Penal); secuestros
(arts. 142 bis, 142 ter y 170 del Cédigo Penal); trata de personas (arts. 145
bis y ter del Codigo Penal); delitos cometidos por asociaciones ilicitas
(arts. 210y 210 bis del Cédigo Penal); y delitos contra el orden econdémico
financiero (Libro Segundo, Titulo XII del Cédigo Penal).

Dentro de esta ley se establecen los requisitos que debe reunir una
persona para poder ser designada como agente encubierto. Esto es, la
pertenencia a las fuerzas de seguridad, estar en actividad y la voluntad
de ser designado para tal laboral, estando prohibida la obligacién a un
funcionario de realizarla sin su consentimiento.

En cuanto al modo de llevar a cabo esta operacion, el art. 4 de la
Ley determina que una vez dispuesta la actuacién por el juez, de oficio
o a pedido del Ministerio Pablico Fiscal, su designacién y la instrumen-
tacién necesaria para su proteccion estaran a cargo del Ministerio de
Seguridad de la Nacion, con control judicial. Dicho Ministerio es el or-
ganismo que seleccionard, capacitard, designard y protegera al personal
destinado a cumplir tales funciones. Para ello, cada fuerza policial debe-
ra confeccionar una lista de caracter confidencial de funcionarios idé-
neos que se hayan postulado, aprobado la capacitacién y se encuentren
en condiciones de ser designados como agentes encubiertos.

También la norma establece las facultades de la autoridad judicial
en el marco de esta técnica de investigacién y se impone al juez la fun-
damentacién de la medida y la obligacién de regirse por los principios
de necesidad, razonabilidad y proporcionalidad.

El presupuesto derivado de esta exigencia es que se encuentre
abierta una investigacion judicial relacionada con la comisién de algu-
no de los delitos complejos enunciados en la ley y que en el marco de
ese caso concreto se realice un juicio de proporcionalidad del cual se
concluya la imprescindibilidad de la medida.
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Con la exigencia de este juicio y la concurrencia de los principios
de necesidad, razonabilidad y proporcionalidad la ley prescribe que el
empleo del agente encubierto es de cardcter excepcional. Esto se debe
a la alteracién de principios constitucionales basicos y la intromisién
a determinados derechos fundamentales que su actuacién conlleva,
razones determinantes para que su empleo quede sometido al cumpli-
miento de estrictos requisitos legales en respeto a las garantias proce-
sales vigentes en un Estado de derecho.

Las regulaciones del agente encubierto en la
legislacidn argentina y espafiola. Diferencias
y puntos en comun

Como fue desarrollado en el punto anterior, la figura del agente
encubierto fue incorporada a la legislacién argentina a través de la Ley
N° 27319 que en su articulo 3 lo define como

... aquel funcionario de las fuerzas de seguridad autorizado, altamen-
te calificado, que presta su consentimiento y ocultando su identidad,
se infiltra o introduce en las organizaciones criminales o asociaciones
delictivas, con el fin de identificar o detener a los autores, participes o
encubridores, de impedir la consumacién de un delito, o para reunir in-
formacién y elementos de prueba necesarios para la investigacién, con
autorizacién judicial.

Por su parte, en la legislacién espafiola la figura se encuentra re-
gulada en el articulo 282 bis de la Ley de Enjuiciamiento Criminal. Con
un criterio similar a la ley argentina, se regulan alli las cuestiones rela-
tivas a los requisitos de su actuacién y el modo de llevarla a cabo.

Una y otra legislacién reconoce como primer punto la necesidad
de que la medida sea dispuesta por autorizacién judicial —en el caso de
Argentina—o también por el fiscal dando inmediato aviso al juez —en el
caso de Espafna-. Esto va de suyo si tenemos en cuenta que la medida
implica la intromisién en una esfera de intimidad de quien podria re-
sultar autor de un delito, e incluso, en otras garantias constitucionales
como la de no auto incriminarse o la inviolabilidad del domicilio. De
alli, que la base imprescindible en este tipo de instituto resulte la auto-
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rizacién de un juez; nico modo legal de restringir aquellos derechos
protegidos constitucionalmente.

Ademas, como derivacién del propio principio republicano de go-
bierno, la orden debe encontrarse suficientemente fundada y superar
un juicio de proporcionalidad.’ Esto es: analizar si esta medida de ca-
racter extraordinario resulta, en el caso concreto, necesario, propor-
cional, motivado y eficaz.

Otro punto en comun que encuentran ambas regulaciones gira en
torno a la eximicién de responsabilidad del funcionario policial que
actiie como agente por aquellas acciones que sean consecuencias ne-
cesarias de su actuacion.*

Sin embargo, en este caso con ciertas diferencias en la técnica legis-
lativa, la norma argentina establece un limite a la eximicién de punibi-
lidad en el caso en que la actividad ilicita por parte del agente implique
un peligro cierto a la vida o integridad psiquica o fisica de una persona
o0 a la imposicién de un grave sufrimiento fisico y moral. Es decir que
esta clausula de no punibilidad opera siempre y cuando la accién ilicita
llevada a cabo por el agente en razén de su actuacién no implique una
afectacion juridica ala vida o integridad fisica de otra persona.

Por su parte, en lalegislacién espafiolalaregulacién es mis genéri-
ca. Se exime de responsabilidad al agente por aquellas actuaciones que
sean consecuencia necesaria se su actuacion, siempre que guarden la
debida proporcionalidad con la finalidad de esta y no constituyan una
provocacién al delito. Como contracara, el limite a esa eximicion de
responsabilidad estard dado en aquellos casos en que las acciones ili-
citas llevadas a cabo no resulten proporcionales con la finalidad de su
actuacion, o bien, sean consecuencia de una provocacién a un ilicito.

Por altimo, ambas legislaciones establecen la posibilidad de que
el agente declare en la etapa de juicio. Sin embargo, se diferencian
entre si en tanto Argentina reconoce expresamente la excepciona-
lidad de esa declaracidn, que solo sera llevada a cabo cuando resulte

3. Lafont Nicuesa, Luis, El agente policial encubierto, Bilbao, Tirant Lo Blanch, 2022, p. 153.
4. Sobre el caricter extraordinario de esta medida ha sostenido, por ejemplo, la STS
en el caso N° 104/2011 del 1ero de marzo que debe autorizarse la intervencién de un
agente encubierto “cuando han fracasado otros métodos de la investigacién o estos
sean manifiestamente insuficientes para su descubrimiento”. Disponible en: https://
vlex.es/vid/267170082
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absolutamente imprescindible. Establece ademais que, en aquellos
casos en que esa medida pueda poner en peligro la vida o integridad
fisica del funcionario policial, deberin llevarse a cabo las medidas ne-
cesarias para impedir su identificacién por voz o rostro.

La legislacion espafiola en cambio establece que, durante las decla-
raciones de los agentes en el proceso, estos podran mantener su identi-
dad encubierta siempre que asi se acuerde mediante resolucién judicial
motivada. No obstante, nada se establece respecto a la excepcionalidad
de estamedida o ala absoluta necesidad de llevar a cabo esa declaracion.

Otro punto mas en el que una legislacién y otra encuentran dife-
rencias entre si estd dado por el plazo de duracién de la medida. Mien-
tras que la espafiola establece un maximo de seis meses prorrogables
por periodos de igual duracién, nada dice la argentina al respecto.

Por altimo, en la regulacién espafola, a través de la LO 13/2015 del
5 de octubre de ese afo, se incorpora la figura del agente encubierto
informatico que no esta prevista en el caso de Argentina. *

En el articulo 6 de esa norma se prevé la posibilidad de que los fun-
cionarios policiales actien bajo identidad ficticia ya no tnicamente de
modo presencial, sino también en comunicaciones digitales (v. gr. chats,
foros, canales cerrados, entre otros) con el fin de esclarecer delitos, auto-
rizando para ello el intercambio o envio de archivos ilicitos.®

A modo de sintesis, ambas legislaciones —con algunas diferencias
entre si- establecen el modo de llevar a cabo la actuaciéon del agente
encubierto y la necesidad de una autorizacién judicial —o fiscal, con
inmediato aviso al juez en el caso de Espana- que habilite la medida
de modo fundado y con un andlisis previo de razonabilidad y propor-
cionalidad. Regulan también la posibilidad de que los agentes encu-
biertos declaren en la etapa del proceso, sin perjuicio de los recaudos
necesarios al llevar a cabo esa medida y eximen de responsabilidad a
los funcionarios policiales que en el marco de su actuacién como agen-
tes lleven a cabo acciones ilicitas, siempre dentro de ciertos limites y
criterios establecidos también legalmente.

5. Asencio Mellado, José Maria, Justicia Penal y Nuevas formas de delincuencia, México, Ti-
rant Lo Blanch, 2015, p. 102.

6. Barona Vilar, Silvia, Algoritmizacion del Derecho y de la Justicia. De la Inteligencia Artifi-
cial a la Smart Justice, Tirant lo Blanch, 2021.
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Posturas jurisprudenciales y doctrinarias en torno
a la figura del agente encubierto

Inconstitucionalidad del agente encubierto como técnica
de investigacion: posicion minaritaria

Una parte importante de la doctrina considera que este instituto
resulta violatorio de las normas procesales y garantias constituciona-
les que hacen al debido proceso legal (v. gr. 18 y 19 CN, art. 75 inc. 22
de la CN, arts. 8 y 21, de la CADH y 14 del PIDCP), principalmente en
cuanto a que, mediante su utilizacién, pudiere afectarse la inviolabili-
dad del domicilio de la persona imputada, su derecho a la intimidad,
su derecho de defensa en juicio, la garantia contra la autoincrimina-
cién forzada y el principio de inocencia.

Esta postura considera que la no revelacién de identidad del
agente por potenciales riesgos para su integridad, o el caracter ex-
traordinario de su declaracién durante el debate oral, implicaria una
violacién del derecho de defensa en juicio, la igualdad de armas en el
proceso y el principio de contradiccidon. Concretamente, se cuestiona
esta figura por impedir a la persona acusada en el marco de un proceso
de controlar, interrogar y confrontar la prueba de cargo incorporada
en su contra. O incluso, ante el desconocimiento de la identidad del
agente, de verificar si hay cuestiones personales que pongan en juego
su imparcialidad o fiabilidad.

Por otra parte, y respecto a la inviolabilidad del domicilio y al de-
recho de intimidad de la persona imputada, la postura que se inclina
por la inconstitucionalidad de esta técnica considera que el agente en-
cubierto, en su infiltracién y viciando el consentimiento de quien tiene
el derecho de permitir o excluir el ingreso de un tercero a su domicilio,
lograria ingresar a su esfera de intimidad y acceder a conversaciones y
documentos privados que no podrian recabarse de otro modo. Que no
resultarian validos en términos legales por ser obtenidos mediante un
engafio por el cual se vicia el consentimiento de la persona sospechosa
que, de conocer la realidad de la situacién, dificilmente hubiera permi-
tido ese acceso resultando de ese modo un ingreso nulo.
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En lo que a la garantia de la no autoincriminacién respecta, el
agente encubierto obtiene informacién producto de los dichos que la
persona sospechosa manifestd frente a aquel, desconociendo su rol
investigativo. Quienes critican esta figura entienden que, introducida
esta informacidn al juicio, colisiona con el principio de inocencia y la
garantia de no autoincriminacién forzada que protege a persona im-
putada a no ser inducida a declarar contra si misma de manera coacti-
va 0 engafiosa, sino dnicamente, de forma libre y voluntaria.

Constitucionalidad de la técnica investigativa:
postura mayoritaria

Si bien la utilizacién de la figura del agente encubierto no resulta
pacifica a nivel doctrinario ni jurisprudencial, nuestra Corte Suprema
de Justicia ha optado por receptar y aplicar esta técnica de investiga-
cién frente a la necesidad de llevar a cabo procesos penales efectivos
contra delitos que debido a su complejidad resultan dificiles de ser
descubiertos y sancionados con las medidas de prueba tradicionales.

Incluso previo ala sancién Ley N° 27319, nuestro maximo Tribunal
establecié la validez del agente encubierto. En el caso “Fiscal c. Fer-
nandez, Victor Hugo™ valoré que aquella no es en si misma violatoria
de garantias constitucionales siempre y cuando se mantenga dentro
de los principios rectores del Estado de derecho y no hubiese creado
o instigado de manera directa la ofensa criminal en cabeza del delin-
cuente, actuando como un agente provocador.

El fundamento de la Corte en este caso fue que no se ven corrompi-
das las garantias constitucionales en juego en tanto el ocultamiento de
laverdadera identidad policial sélo tiene por objeto tomar conocimiento
de un hecho que es realizado libremente por la persona imputada.

Sumado a la necesidad de los Estados de implementar técnicas
especiales de investigacién a los fines de desentrafar ciertos delitos
complejos que s6lo son susceptibles de ser descubiertos y probados si
los 6rganos encargados de la prevencion logran ser admitidos en el
circulo de intimidad donde se desarrollan.

7. CSJN, Fallos: 313-2:1305, “Fiscal ¢/ Fernandez, Victor Hugo s/ av. infraccién Ley

N° 20777, 11/12/1990.
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Un paso mas hacia alla en la era digital:
la utilizacion de IA en la figura del agente
encubierto. El caso “Sweetie”

A finales del afio 2013 en Holanda, la ONG Terre des Hommes de-
sarrollé un proyecto denominado “Sweetie” con el fin de identificar
personas que buscan menores en foros, chats y otros lugares del cibe-
respacio. Sweetie es un robot con la apariencia de una nina de origen
filipino de 10 afios creada a través de técnicas de animacidn avanzadas
que captan los movimientos y la voz de una persona real (de una nifa)
que fue utilizada por un agente de dicha ONG para recoger la infor-
macién de personas que la iban contactando y poniéndola en conoci-
miento de las autoridades de distintos paises.

En un primer momento se trat6 de un avatar detras del cual ope-
raban agentes que eran quienes trataban con los pedéfilos que se con-
tactaban. Sin embargo, un problema que planted este mecanismo fue
de escalabilidad: ante el gran caudal de personas que la contactaban,
los agentes que operaban tras ella no lograban mantener conversacio-
nes simultaneas con todos. En ese escenario se cred la segunda ver-
sidn: “Sweetie 2.0” en la que con ayuda de inteligencia artificial se logré
resolver esa cuestion.

Actualmente, para este bot es posible interactuar con posibles pe-
défilos e incluso mandar fotos o mostrarse por webcam; realizando la
actividad de un funcionario encubierto informadtico, pero superando
en demasia el nimero de conversaciones en tiempo real que podria
realizar un agente humano.

Analisis acerca de la viabilidad de utilizar un agente
encubierto con inteligencia artificial en el estado
legislativo actual

En el estado legislativo actual, la figura del agente encubierto dota-
do de inteligencia artificial no se encuentra expresamente regulado. De
alli que su eventual utilizacién exige replantearse ciertas cuestiones, no

101

IA - Kleiman.indd 101 21/3/2025 14:13:25



COLECCION DOCTRINA

sblo alaluz de las garantias constitucionales, sino a si resulta o no posi-
ble su aplicacién técnica con las previsiones legales actuales.

Principio de legalidad

Toda medida de investigacién que implique una injerencia estatal
en un derecho constitucional estd gobernada por la regla de la taxati-
vidad legal y serd necesario que una norma que la autorice y establezca
los requisitos a cumplir.

Dicho de otro modo, toda accién por parte del estado que conlleve
la restriccién de un derecho protegido constitucionalmente requiere
alos fines de su validez una decisién legislativa que asi lo determine.

Actualmente, nuestra legislacién faculta expresamente a los 6r-
ganos encargados de la investigacién a utilizar agentes encubiertos
en determinados casos y bajo ciertos requisitos, entre los que incluye
que la actuacion sea llevada a cabo por un “funcionario policial”. Esto
a simple vista pareceria descartar la posibilidad de que la infiltracién
sea llevada a cabo por un robot que no retine estrictamente la calidad
de agente policial.

A los fines de sortear este obstdculo hay quienes podrian sostener
que la técnica de investigacién es aplicada por las fuerzas de seguridad.
De modo que, si bien en un sentido estricto no es un funcionario policial
quien se infiltra, silo hace de manera indirecta a través del robot.

Pero como postura contraria se podria argumentar que no nece-
sariamente es correcto considerar que es un funcionario policial quien
indirectamente ejecuta la medida. No hay dudas que cuando un agente
de manera personal se introduce en una red delictiva, es él quien se estd
infiltrando. En estos casos, en cambio, también seria posible considerar
que el robot lo ejecuta el juez a través de su orden, el fiscal a través de su
pedido, o incluso el Ministerio de Justicia a través de su control.

Otro obsticulo que esta asimilacién encuentra es que aun de con-
siderar que es efectivamente un funcionario policial quien ejecuta la
infiltracidn, esto conllevaria a una aplicacién analoga de la normati-

va vigente, vedado expresamente en materia penal por el principio
de legalidad.®

8. CSJN, Fallos: 314:1451, “Martinez Perea, Jerénimo s/contrabando”, 12/11/1991.
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Si bien es cierto que en nuestro sistema procesal rige el principio
de libertad probatoria, lo que implica que los hechos y circunstancias
pueden ser acreditados con cualquier medio en la medida que sean
idéneos para esclarecer el hecho objeto de investigacién, no debe per-
derse de vista en este punto que un limite formal a este principio es la
CN y que toda medida de prueba que implique una injerencia estatal
solo puede llevarse a cabo respetando las normas constitucionales. Lo
que dicho de otro modo trae aparejado que la restriccién a los dere-
chos no pueda ser realizado en cualquier caso o mediante la aplicacién
analoga de otras medidas, sino tnicamente a través de unaley u orden
de autoridad competente en virtud del principio de legalidad penal.

Este pareceria ser el primer obstaculo que encuentra la utilizacién
de un agente encubierto con inteligencia artificial en nuestro estado
legislativo actual, porla ausencia de una norma que de manera exprese
regule este supuesto y habilite una injerencia del Estado en la esfera de
intimidad y derechos de la persona sospechosa de cometer un delito.

Derecho de defensa y posibilidad de interrogar testigos

Nuestro modelo de enjuiciamiento actual exige de la existencia
de un debate oral y ptblico a través del contradictorio entre las partes,
como presupuesto para que el tribunal de juicio adopte la decisién fi-
nal. Ese confronte es la via exigida por el legislador para que la parte
acusadora tenga la posibilidad de demostrar la imputacién y la perso-
na acusada junto con su abogado pueda ejercer su defensa.

Dentro de este derecho a defenderse se incluye la posibilidad de
la persona a controlar la prueba de cargo, que no se reduce a la simple
observacion de los elementos de juicio presentados en su contra sino a
la posibilidad efectiva de actuar sobre ellos.

Elarticulo 8 dela CADH establece, entre las garantias minimas del
proceso, el derecho de la defensa de interrogar a los testigos presenta-
dos en el tribunal y de obtener la comparecencia de todas aquellas per-
sonas que puedan arrojar luz sobre los hechos. La CIDH ha sostenido,
con cita de jurisprudencia del TEDH? que dentro de las prerrogativas

9. Corte Europea de Derechos Humanos en el “Caso de Barberd, Messegué y Jabardo”,

6 de diciembre de 1998, Ser. A N° 146, parr. 78 y Corte Europea de Derechos Humanos,
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que deben concederse a la persona acusada estd la de examinar los tes-
tigos en su contra y a su favor con el objeto de ejercer su defensa.”

Analogamente, debe otorgarse al acusado acceso a los documen-
tos y demds pruebas en posesién y control de las autoridades, necesa-
rias para la preparacién de su caso.”

La CSJN ha recordado en esta linea que es violatorio del derecho
de defensa la utilizacién de una base probatoria sobre la cual no se
haya tenido siquiera la posibilidad de controlar dicha prueba.* En
igual sentido, se estableci6 con cita al TEDH® que el derecho de exami-
nar exige que el imputado haya tenido al menos una oportunidad ade-
cuada y apropiada para desafiar y cuestionar a un testigo o cualquiera
que hubiera hecho declaraciones en su contra.

En definitiva, toda prueba testimonial debe ser sometida al con-
tradictorio para gozar de plena validez y eficacia, posibilitando el con-
trol de la defensa y respetando de ese modo el derecho de defensa de
la persona imputada.

En resguardo de esta garantia, la norma prevé expresamente la
posibilidad de que el funcionario policial que actiia como agente encu-
bierto declare en la etapa de juicio. Esto sin perjuicio de aclarar la excep-
cionalidad de la medida, y los reparos a llevarse a cabo para proteger su
integridad fisica.* En estos casos, existe una posibilidad fictica de que,
en miras a evitar una vulneracién al derecho de defensa, la persona que
lleva adelante la infiltracién pueda declarar en juicio y ser interrogada a
fin de incorporar su actuacién como prueba valida de cargo.

Caso Bonisch, 6 de mayo de 1985, Serie A, N° 92, parr. 32, citado en el “Caso Castillo
Petruzziy otros”, nota 55 supra, parrs. 153-154.

10. Corte IDH, “Castillo Petruzzi y otros vs. Perd”, 30/05/1999.

11. Comité IDH, Observacién General N° 13, Principios Basicos de la ONU sobre la
Funcién de los Abogados, Nota N° 545 supra, parr. 9; Nota N° 589 supra, articulo 21:
“Las autoridades competentes tienen la obligacién de velar por que los abogados
tengan acceso a la informacidn, los archivos y documentos pertinentes que estén en
su poder o bajo su control con antelacién suficiente para que puedan prestar a sus
clientes una asistencia juridica eficaz”.

12. CS)N, Fallos: 329:5556, “Benitez, Anibal Leonel s/ lesiones graves”, 11/12/1990.

13. TEDH, “Siidi vs. Francia”, Serie A, N° 261-C, 20/09/1993.

14. La doctrina no es pacifica en este punto. Una primera postura entiende que el
agente opera como un mero instrumento de investigacién y por ende no es necesario
que declare en juicio. La posicidn contraria sostiene que al ser una herramienta pro-
batoria, su comparecencia al debate es fundamental.
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No pareciera ocurrir lo mismo en el caso de que quien actia como
agente encubierto no sea una persona humana, sino un robot dota-
do de inteligencia artificial. La propia naturaleza del agente —no hu-
mano-y la imposibilidad de ser sometido a un interrogatorio podria
entrar en pugna con el derecho de defensa y al propio principio con-
tradictorio caracteristico de esa etapa.

Una posible solucién en estos casos podria ser considerar la ac-
tuacién llevada adelante por parte del robot, no como una prueba de
caracter testimonial donde se alza la necesidad de un interrogatorio,
sino como una de tipo documental al que la defensa tenga acceso. Para
eso, una ley deberia establecer el procedimiento a seguir para que toda
su actuacion llevada a cabo de manera digital sea debidamente regis-
trada, cuidando la cadena de custodia, y permitiendo su incorporacién
al proceso como un documento controlable por las partes.

La ley espafiola en su seccién V regula las cuestiones relativas a
la interceptacién de comunicaciones telefénicas y telemadticas. En su
capitulo 1, articulo 588 ter prevé sus presupuestos entre los que in-
cluye a los delitos cometidos a través de instrumentos informaticos
o de cualquier otra tecnologia de la informacién o la comunicacién o
servicio de comunicacidn y establece que una vez expirada la medida
de intervencidn, las partes recibirdn copia de las grabaciones y de las
trascripciones realizadas.

Un paralelismo entre este supuesto y el nuestro de andlisis per-
mite advertir que pareceria viable una regulacion en la que al auto-
rizar la intervencion del agente encubierto con inteligencia artificial
se autorice ademads la registracién de toda su actuacién y todos sus
contactos con la persona de sospechosa. De modo tal que, una vez fi-
nalizada la intervencidn, el registro documentado que quede de ello
sea accesible y controlable para las partes. Las cuales ya no confron-
taran la misma como una de caracter testimonial, sino que lo haran
a través de la verificacion de que estén dados los requisitos legales y
de que la actuacién del agente haya sido llevada a cabo dentro de los
limites legales.
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Eximicion de responsabilidad por los delitos cometidos
en el marco de la actuacion del agente

La legislacion argentina al igual que la espafiola, aunque con cier-
tas diferencias entre si, prevé para la figura del agente encubierto una
eximicién de responsabilidad. Si en el marco de su actuacion comete
acciones ilicitas necesarias para lograr un fin que le fue asignado, la con-
secuencia es que ellas no deriven en una sancién penal en su contra.

Asi, el articulo 282 bis de la ley de enjuiciamiento criminal espanol
establece

... el agente encubierto estard exento de responsabilidad criminal por
aquellas actuaciones que sean consecuencia necesaria del desarrollo de
la investigacién, siempre que guarden la debida proporcionalidad con la
finalidad de la misma y no constituyan una provocacién al delito.

Entanto lalegislacién argentina, en el articulo 9 de la Ley N° 27319,
establece

... no serd punible el agente encubierto o el agente revelador que como
consecuencia necesaria del desarrollo de la actuacién encomendada, se
hubiese visto compelido a incurrir en un delito, siempre que este no im-
plique poner en peligro cierto la vida o la integridad psiquica o fisica de
una persona o la imposicién de un grave sufrimiento fisico o moral a otro.

De unay otra regulacién se desprende entonces la existencia de
una eximente de responsabilidad para aquellos delitos cometidos
i) en el marco de su actuacién como agente, ii) que resulten nece-
sarias para el desarrollo de su actuacidn, iii) que no conlleven, en el
caso de la legislacién espafiola, una desproporcién con la finalidad
o resulten una provocacién al delito. O que no impliquen, en el caso
delalegislacién argentina, unalesién alavida o integridad fisica de
un tercero.

Esta ausencia de punibilidad ampara exclusivamente al funcio-
nario policial que lleva a cabo la infiltracién y durante el marco de su
actuacion. No resulta extensible ni a otros sujetos, ni al mismo agente
fuera de ese ambito.

No ofrece dificultades de interpretacién el caso del agente en-
cubierto tradicional, como tampoco la figura del agente encubierto-
informadtico, pues en un caso y en otro quien cumple ese rol, sea de
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manera presencial o virtual, es una persona humana. Y sera ella quien
resulte eximida de responsabilidad penal por los ilicitos llevados a
cabo en el marco de su actuacion.

Este panorama no parece tan claro cuando se analiza esta figura
con la utilizacién de inteligencia artificial. En términos estrictamente
literales, el “agente” pasible de eximicion de responsabilidad, seria el
robot que, programado a tales fines, lleva a cabo las acciones necesa-
rias —entre ellas, puede ocurrir que algunas delictivas— para infiltrarse
en circulos cerrados de criminalidad y obtener informacién.

Si las conductas del robot se encuadran en todo momento en un
marco legal pareceria que el caso no ofrece mayores dificultades. Sin
embargo, podria devenir en un analisis mas complejo si con su actua-
cién el robot cometeria alguna accién ilicita.

De tratarse de aquellas amparadas por la eximicién de punibili-
dad, el debate simplemente giraria en torno a cuestionarse a quien
se estaria eximiendo en el caso: al programador del robot, a la fuer-
za policial que lo utiliza, a las fuerzas estatales que lo ordenan, que
lo controlan, etcétera. No obstante, se trate de una u otra figura, la
consecuencia practica devendria de todas formas en una eximicién de
responsabilidad por estar asi previsto legalmente.

El mayor problema pareceria aparecer en un caso donde el robot
se excediera en sus acciones y llevara a cabo una conducta delictiva
fuera de los permisos legales, por ejemplo ~tomando como base la le-
gislacion argentina—, cometiendo un hecho que dane la integridad fi-
sica o psiquica de un tercero.

No estando amparada esta accién por la clausula de eximicién de
responsabilidad, cabria preguntarse quién resulta penalmente res-
ponsable por los dafios causados por el robot.

En un caso de intervencién de un agente encubierto tradicional,
asi como es él el acreedor de la eximicién de punibilidad, también lo
es de la responsabilidad penal si su actuacién se extralimita de los
permisos legales. Pero esto que es claro en la figura tradicional, no
pareciera tan sencillo en el caso de un agente encubierto con inteli-
gencia artificial.

Esto desde ya forma parte de una vigente discusioén que se suscita
alrededor de cudl es la responsabilidad que cabe a los fabricantes de
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las maquinas, y que excede por mucho al objeto de este trabajo.” Lo
que en definitiva puede sostenerse es que la regulacién actual no pa-
receria poder brindar respuestas legales en este punto acerca de quién
es acreedor de la eximicidn de responsabilidad que prevé la norma, o
quien es la persona humana responsable por las acciones del robot en
caso de que éste se exceda de los limites legales establecidos.

Delito imposible o tentativa inidonea

Las acciones de tentativa tienen diferentes grados de idoneidad
para consumar el delito y resulta necesario determinar cudles son los
limites tipicos que separan a aquellas conductas que afectan el bien ju-
ridicoy por ende habilitan la punicién estatal de aquellas otras que por
ser inidoneas determinan una imposibilidad absoluta de consumar el
delito y no encuadran dentro de esta categoria.

Explica al respecto Zaffaroni que existen diferentes supuestos: el
de tentativa aparente, cuando no hay tentativa por ausencia de tipi-
cidad que se presenta por la falta de algiin elemento del tipo legal o
sistemdtico (ausencia de tipo en sentido estricto), o bien cuando falta
la cosa elegida como medio (atipicidad por falta de medio) o cuando ex
ante el medio elegido carece de cualquier idoneidad para consumar el
delito (atipicidad por falta de medio idéneo). El segundo supuesto que
plantea el autor y que es el que aqui interesa es el de delito imposible.
Entran dentro de esta categoria aquellos casos en que ex ante el medio
fue idéneo y hubo peligro, no obstante, ex post, por la forma inadecua-
da en que se usé el medio, por un grave defecto de este, un accidente
en el objeto o por una previa neutralizacion del peligro, se determina
una imposibilidad absoluta de consumar el ilicito.*

La doctrina argentina identifica este dltimo supuesto de delito
imposible previsto en el articulo 44 de Cédigo Penal con la tentativa
inidénea. El fundamento de esta punicién se basa en que, si bien exis-
tié un peligro por la idoneidad del medio, se da en el caso un injusto

15. Danesi, Cecilia, “sQuién responde por los dafios ocasionados por los robots?”, en
Revista de responsabilidad civil y sequros: publicacion mensual de doctrina, jurisprudencia y
legislacién, 2018.

16. Zaffaroni, Eugenio Ratl, Derecho Penal Parte General, Buenos Aires, Ediar, 2014,
pp- 832-833.
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de menor entidad por comprobarse ex post que el delito era absoluta-
mente imposible de ser consumado.

Con un criterio similar, Mir Puig desarrolla que hay delito imposi-
ble o tentativa inidénea (entendiendo ambos como sinénimos) cuan-
do por la inidoneidad del objeto, medios o sujeto, no era posible llegar
a la consumacién del delito. Diferencia aquellas acciones que en un
principio eran capaces de consumar el ilicito, aunque ex post no lo lo-
gren, de aquellas otras que aparecen como incapaces de lograrlo desde
un primer momento. Solo a éstas ultimas las incluye dentro de la cate-
goria de delito imposible.

En cuanto al fundamento de su punicidn, explica el autor espafiol
que la tentativa iniddonea es peligrosa ex ante teniendo en cuenta que,
para un espectador objetivo situado en el lugar del hecho, la situacién
hubiera parecido capaz de consumar el delito. Por eso, esa apariencia
de idoneidad ex ante crea un peligro abstracto, a diferencia del peligro
concreto de una tentativa idénea. Diferente es el caso en que ya desde
un inicio, para el propio espectador, se carezca de toda base de posi-
bilidad para la consumacién y no estariamos ya frente a una tentativa
inidénea sino una irreal.”

Aplicado esto a la utilizacién de un agente encubierto se podria
plantear un escenario en el que las conductas llevadas a cabo por la
persona sospechosa resulten en definitiva delitos imposibles.

No seria correcto incluir dentro de esta posibilidad a todas las ac-
ciones llevadas a cabo por el autor, pues hay algunas, como la distribu-
cién toda representacion de un menor dedicado a actividades sexuales
explicitas con fines sexuales que sin importar que del otro lado de la
pantalla se encuentre un humano o un robot, podria llegar a conside-
rarse consumado el delito.

Distinto pareceria ser el caso en el que el tipo legal exigiese ciertas
caracteristicas para la consumacién que de no darse se veria frustrada
su posibilidad de punicion.

Podria por ejemplo mencionarse aquellos casos en que la utili-
zacion de esta herramienta se realiza con el fin de identificar pedé-
filos que interactian en la red con menores de edad. Si el delito que

17. Mir Puig, Santiago, Derecho Penal, Parte General, Buenos Aires-Montevideo, Edito-
rial BdeF, 2018, pp. 364-366.
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se intenta perseguir y prevenir a través de este mecanismo es el de
grooming, la intervencién del agente encubierto podria implicar la eli-
minacién de uno de los elementos del tipo penal convirtiendo en atipi-
cala conducta del autor.

Sila figura de grooming exige para su configuracién que el contacto
sea mantenido con un menor de edad, la utilizaciéon de un agente encu-
bierto con inteligencia artificial (o incluso sin ella, pero con un adulto
del otrolado de la pantalla), podria conllevar a la atipicidad del delito por
no cumplirse las caracteristicas en el sujeto pasivo que este exige.

Este pareciera ser un nuevo obstaculo que encuentra la utiliza-
cién de un agente encubierto, ya no solo iinicamente en la utilizacién
inteligencia artificial sino también en su version virtual. Pues en uno
y otro supuesto quien en definitiva estaria interactuando con el autor
seria un robot o un funcionario policial en forma digital, pero no un
menor como exige el tipo penal.

De este modo se advierte que la figura del agente encubierto no
pareceria la adecuada para dar inicio a un proceso en contra de po-
sibles autores del delito de grooming pues, por los propios requisitos
normativos, ya desde el inicio la conducta devendria en atipica. Sin
embargo, si podria resultar un elemento eficaz para recolectar ma-
terial probatorio respecto de aquellos potenciales autores que se en-
cuentran siendo investigados por contactos mantenidos con menores
de carne y hueso.

Palabras finales

Los desafios que los avances tecnoldgicos plantean para el procedi-
miento penal y las garantias constitucionales son innegables. Los bene-
ficios que estos medios pueden traer paralavida social en general y para
el derecho en particular, no queda exentos de ser utilizados para activi-
dades delictuales de gran complejidad que impone a los estados la nece-
sidad de contar con los medios y respuestas eficaces para combatirlas.

En este contexto surgen las técnicas especiales de investigacién y
entre ellas el agente encubierto que, no sin ciertos reparos y posturas
en contra, viene desde hace ya tiempo siendo utilizado para intentar
combatir los delitos complejos a los que los Estados se enfrentan.
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En un escenario ya poco pacifico, irrumpe la inteligencia artificial
para dar comienzo a una nueva forma de pensar y utilizar las técnicas
de investigacién tradicionales.

La figura del agente encubierto con inteligencia artificial, si bien
aun en etapa embrionaria a nivel mundial, se encuentra en alza en dis-
tintos Estados por los resultados exitosos que su intervencién presento.

Esto necesariamente nos obliga a plantearnos ciertas cuestiones
relativas a esa herramienta y a la viabilidad de su aplicacién alaluz de
las garantias constitucionales.

En la regulacién tradicional se prevén cuestiones como la inter-
vencién de un funcionario policial, la eximicién de responsabilidad o
la posibilidad de que el agente declare en la etapa de juicio, que estan
pensadas para ser aplicadas frente a un funcionario humano, pero no
un robot.

Esto no se reduce a una mera cuestion técnica, sino que detrds de
estas cuestiones aparecen garantias vinculadas como el propio prin-
cipio de legalidad o el derecho a interrogar a un testigo, que necesa-
riamente exigen una revision y adecuacién de la normativa que hoy
pareceria insuficiente.

Como fue analizado a lo largo de este articulo, sin perjuicio de
las posturas contrarias que la figura del agente encubierto presenta y
que no fueron objeto de este trabajo, lo cierto es que su aplicacién con
inteligencia artificial no pareciera posible sin una modificacién en la
norma que no solo autorice de manera expresa su utilizacién sino que
ademds dé respuesta a las cuestiones que fueron aqui analizadas y que
no logran ser resueltas con la regulacién actual.

Es esa la tnica forma de lograr un equilibrio entre el legitimo in-
terés de los Estados en la investigacion de los delitos, y el respeto de las
garantias constitucionales que rigen en un Estado de derecho.
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Inteligencia Artificial en las sentencias de
la justicia criminal

Maria Catalina Rangugni*

La maquina habia captado la forma de la narracion de Poe y le habia
cambiado la anécdota, por lo tanto, era cuestion de programarla con un
conjunto variable de niicleos narrativos y dejarla trabajar. La clave, dijo
Macedonio, es que aprende a medida que narra. Aprender quiere decir que
recuerda lo que ya ha hecho y tiene cada vez mds experiencia. No hara
necesariamente historias cada vez mds lindas, pero sabrd las historias que ha
hecho y quiza termine por construirles una trama comin.

Ricardo Piglia, La ciudad ausente

Introduccidn

La era contemporanea, marcada por avances tecnoldgicos de pro-
porciones sin precedentes, se encuentra inmersa en una revolucién®
que esta redefiniendo la forma en que interactuamos entre nosotros,
con nuestra comunidad, con el mundo y, de manera particular, con la
justicia. Una de las aristas que genera grandes niveles tanto de curio-
sidad académica como de controversia en este contexto es el debate
sobre los “jueces robots” o sistemas de inteligencia artificial (IA) dise-
nados para tomar decisiones judiciales.

Ese tipo de implementacién de herramientas de IA obliga a ha-
cerse algunas preguntas esenciales sobre la equidad, la imparcialidad
y la naturaleza humana en el sistema legal. A medida que la tecno-
logia avanza y se integra cada vez mds en nuestras instituciones, es
imperativo examinar en profundidad los beneficios y los desafios que

* Abogada (UBA). Magister en Derecho Penal y Procesal Penal (Univ. San Andres) y en
Justicia Criminal (Queen Mary Univ. London).

1. Para indagar en esta idea, basada en lo que Sherry Turkle ha llamado “el horizonte
robético”, puede consultarse el libro Turkle, Sherry, Alone Together: Why We Expect More
from Technology and Less from Each Other, Nueva York, Basic Books, 2012.
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acompafan esta creciente influencia dela inteligencia artificial en uno
de los pilares esenciales de la sociedad: el sistema de justicia. En este
ensayo, exploraré sucintamente las caracteristicas, el funcionamien-
to y las implicaciones éticas de los jueces robots, evaluando tanto sus
ventajas potenciales como las preocupaciones criticas que se plantean
para la basqueda continua de un sistema legal equitativo y humano.

¢C6mo puede intervenir un modelo
algoritmico en una sentencia?

En la actualidad es usual escuchar hablar del concepto de “jueces
robots” que se ocupan de juzgar y redactar sentencias. Ahora bien, en
concreto, ;de qué manera se puede materializar la intervencién de un
modelo algoritmico en un juicio o en la redaccién de una sentencia?

Sibien podrian diagramarse infinitos escenarios con distintas es-
calas de participacion de softwares de IA en decisiones judiciales, a los
efectos de este articulo resulta atil distinguir dos categorias: El reem-
plazo total de los jueces por un algoritmo y la utilizacién de la IA para
asistir al juez en sus decisiones y en la redaccion de las sentencias.

El primer escenario, en el que la figura del juez humano desapa-
rece por completo, supone que el rol de los operadores judiciales se
limite al de “data entry”, y que sea el sistema computacional el que pon-
dere las caracteristicas propias de la materialidad, los principios del
derecho aplicables y la solucién “justa” para el caso concreto. Lo cierto
es que no es comun leer autores que propicien este tipo de aplicacion
de la tecnologia en la justicia criminal, dado que, mas alld del interés
que puede suscitar una hipdtesis semejante desde el ambito académi-
co, en mi opinidn, no pareciera ser un planteo realista —al menos en lo
inmediato- frente al actual estado de la ciencia.

Sin embargo, una alternativa que podria otorgar algiin grado de
viabilidad a ese primer planteo seria emular lo que ocurre en algunas
jurisdicciones argentinas con el juicio por jurado, o con los tribunales
colegiados, es decir, dar la opcién a las partes para que puedan elegir
si prefieren una sentencia confeccionada por la inteligencia artificial
por encima del juicio efectuado por un juez o un tribunal de personas
humanas. Algunos autores proponen que soluciones de este tipo sean
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acompanadas de la conformidad de ambas partes aceptando lo decidi-
do por el sistema de IA para que la sentencia adquiera firmeza.>

En segundo lugar, el rol que puede darse a modelos de IA en la re-
daccién de las sentencias es el de asistir la decision de los jueces. Este
abordaje es notoriamente mas usual en cuanto a la aplicacién concreta
de IAenlajusticiayalahora de pensar el disefio de los prototipos que
atn se encuentran en desarrollo. Laidea central es que el juez consulte
la recomendacién del software disefiado a ese efecto y pueda tenerlo en
cuenta al momento de resolver pero sin que ello sea vinculante para su
decisidn. Este es el enfoque que utilizan los sistemas que se han desa-
rrollado en los tltimos afios, tales como COMPAS, en Estados Unidos,
Sécrates, en Brasil y el resto de ejemplos que enumeraré mas adelante.?

Utilizadas de esta manera, las herramientas digitales pueden
contribuir en distintos aspectos de las decisiones judiciales, ya sea su-
giriendo soluciones a algunos aspectos que requieren calculos de pon-
deracién (como pueden ser prondsticos de reinsercién, mensuracién
de la pena, etc.), colaborando en la revision de planteos recursivos o
proponiendo principios rectores para la unificacién de criterios.

Un enfoque de estas caracteristicas también puede ser planteado
de manera que sean los jueces quienes se ocupen integramente de ela-
borar sus fallos, sin la asistencia de la IA antes o durante el proceso de
toma de decisidn, sino después de él, para revisar defectos o errores,
tales como inequidades injustificadas, discriminacién, vulneracion
de principios constitucionales o incongruencias. Esto se conoce como
Aprendizaje Algoritmico del Humano (HAL por sus siglas en inglés),*
debido a que el algoritmo aprende de las decisiones humanas.

En ese tren, instancias de revisién (Tribunales Superiores) pueden
valerse del asesoramiento de modelos algoritmicos para analizar arbi-
trariedades graves en los fallos que les toca revisar e incluso para ela-
borar lineamientos unificados para los tribunales de primera instancia.

Dicho esto, nada obsta a la construccién de sistemas hibridos
que, por ejemplo, incorporen fallos integramente confeccionados por

2. Schearze, Mathis; Roberts, Julian, “Reconciling Artificial and Human Intelligence:
Supplementing Not Supplanting the Sentencing Judge”. Disponible en: https://pa-
pers.ssrn.com/sol3/papers.cfm?abstract_id=3872766 [Fecha de consulta: 11/03/2024].

3. Ver en este articulo “Modelos Aplicados”.
4. Schearze, Mathis; Roberts, Julian, op. cit.
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IA y otros mediante labor humana, pudiendo determinar en qué ca-
sos corresponde cada solucién segtn la gravedad, la complejidad de la
prueba, el volumen del expediente, la fecha de prescripcidn, etcétera.
Otra figura hibrida podria ser la de un juez “data entry” que revise las
fuentes, la informacién relevante y los valores asignados por el modelo
algoritmico parala decision final del caso o, por otro lado, la de un juez
que revise y haga las consideraciones correspondientes al caso y luego
ingrese la informacién en el sistema para que tome la decisién final.

Lo cierto es que la idea de “Jueces Robots”, tal como se presen-
ta en un modelo de total reemplazo de los jueces humanos es menos
probable de lo que la voragine propia de la novedad pareciera indicar,
especialmente porque el razonamiento legal no es un procedimiento
puramente légico.

Las sociedades modernas se han volcado y se siguen desarrollan-
do progresivamente hacia el racionalismo absoluto, buscando que los
problemas de los hombres y las mujeres modernas se resuelvan, cada
vez mas, a través de férmulas matematicas que garanticen altas pro-
babilidades de éxito. Parece que hubiéramos trasladado nuestra fe a
oraculos virtuales a los que les pedimos respuestas sobre nuestra pro-
pia existencia. Sin embargo, el derecho —especialmente el criminal- es
una ciencia humanistica, social, atada a la dindmica de las comunida-
des en las que opera.

No debe confundirse el caracter normativo de las leyes con la li-
nealidad de estructuras légicas rigidas como las que necesariamen-
te gobiernan cualquier razonamiento matematico. Por eso, si bien el
calculo de riesgos y el analisis de precedentes por parte de la IA puede
agregar elementos de valor al juez para decidir sobre un caso, la ta-
rea interpretativa requiere esencialmente de caracteristicas humanas
como el sentido comun, moral, social y cultural ®

La transparencia en las sentencias judiciales

Ahora bien, enlo que ala ética propia de los sistemas de IA respec-
ta, importa a los fines de este ensayo poner el foco en la transparencia
y en la ecuanimidad, para lo cual el primer obstaculo a sortear es la

5. Susskind, Richard, The future of law, Oxford, Oxford University Press, 1986, p. 133.
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tensién que puede presentarse entre la precision en las predicciones
que puede llegar a alcanzar un algoritmo mediante su complejizacién
y la pérdida de transparencia en ese proceso.

En términos de transparencia, los sistemas de inteligencia arti-
ficial utilizados para asistir la redaccion de sentencias tienen un lado
luminoso y un reverso oscuro. Es decir, existen caracteristicas de la
IA que pueden potenciar la translucidez de una decisién judicial, pero
también existe el riesgo de que ocurra lo contrario.

Para entender esta dualidad, resulta ttil repasar las razones por
las que un algoritmo puede nublarse de “opacidad™:

a. Legal: Generalmente los modelos algoritmicos son desarrolla-
dos por entes privados que, para protegerse comercialmente
de la competencia, gozan del secreto societario respecto de
sus productos. En tal sentido, una compaiia para mantener-
se en la delantera de sus competidores puede pretender no
revelar el detalle de las fuentes y cédigos que utiliza, cémo es
que fue disenado, programado y/o desarrollado el software que
ofrece® (por ejemplo, caso “Loomis v. Wisconsin”).

b. Técnica: Cadavez mas se habla del problema de “cajas negras”
que producen los modelos de redes neuronales artificiales
que funcionan con capas.” En prieta sintesis, algunos siste-
mas de IA, por el modo en que operan, impiden que pueda co-
nocerse, en todo o en parte, cémo fue el procedimiento paso
por paso por el que arribaron al resultado brindado. Esto hace
que ciertas fuentes, inputs o valores sean ignorados por quien
utiliza el sistema —en algunos casos hasta para quien disefia,
programa o desarrolla el sistema, dado que mas alla de las di-
rectivas que pueden darle al modelo algoritmico sus creado-
res, la idea de que ciertos modelos pueden “aprender por si
mismos” implica que en determinadas ocasiones la capacidad

6. Wisser, Leah, “Pandora’s Algorithmic Black Box: The Challenges of Using Algorith-
mic Risk Assessments in Sentencing”, en American Criminal Law Review, Vol. 56:1811,
Georgetown, Georgetown University Law Center, 2019.

7. Este problema fue abordado con mayor extensién en mi articulo anterior: Rangug-
ni, Maria Catalina, “Algoritmos predictivos para optimizar las carceles: ;puede calcu-
larse el riesgo de reincidencia?”, en Eidem, Matias E.; Kleiman, Hernan (dirs.), Nuevas
visiones del derecho penal, Buenos Aires, Ad-Hoc, 2023.
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de sintesis de la mdquina impida conocer su razonamiento
cabalmente.®

c. Analfabetismo algoritmico: También puede darse el supues-

to en que legal y técnicamente el algoritmo sea transparente
pero que el mecanismo por el cual arribé a un resultado deter-
minado no sea facilmente desglosable para ciudadanos que
no se encuentran empapados de la tematica y que, en definiti-
va, son en la mayoria de casos quienes terminan siendo objeto
de las sentencias.

Dicho esto, y con la intencidén de poner luz sobre las circunstan-
cias a atender para favorecer la transparencia de los sistemas algorit-
mico, cabe preguntarse: ;Cual es el objeto de opacidad del algoritmo?

d. El cédigo fuente:® Se trata de las indicaciones, declaraciones

y funciones que los modelos de IA reciben para cumplir sus
funciones, escritas en un lenguaje de programacién deter-
minado, que para que sea ejecutable debe ser traducido por
algtn programa que lo traduce a c6digo binario (combinacio-
nes de 1y o que es el lenguaje que utiliza el hardware de una
computadora). Es decir, son las formulas légicas que utiliza el
sistema para operar.

Si bien parece evidente que la transparencia del cédigo fuente es
esencial para emitir una sentencia respetuosa de la garantia del debi-
do proceso penal, pues forma parte del derecho del imputado a contro-
lar la prueba que se produce en su contra, lo cierto es que las empresas
desarrolladoras de este tipo de software en distintos lugares del mundo
reclaman que sobre ellos se respete el secreto empresarial, dado que
exponer sus férmulas podria derivar en un importante perjuicio para
sus negocios. El argumento para sostener esta posicion es que la inno-
vacion en herramientas para la Justicia esta dada mayormente —o con
la mayor efectividad- por parte del sector privado, por lo que quitarle
incentivos a ese sector irfa en desmedro del desarrollo de nuevas tec-
nologias de mejores resultados.”

8. Idem.

9. Raymond, Darrell, “Reading source code”, en Proceedings of the 1991 conference of the
Centre for Advanced Studies on Collaborative research, Toronto, IBM Press, octubre de 1991.

10. Riquert, Marcelo, Inteligencia artificial y derecho penal, Buenos Aires, Ediar, 2022,
pp- 101-131.
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El valor otorgado a los inputs para obtener el output: Los sistemas
de redes neuronales artificiales, en particular los de evaluacién de
riesgos (o RATSs)," otorgan distintos valores a las variables que se in-
troducen para hacer una prediccién o tomar una decisién. Esta ponde-
racién de factores puede ser muy relevante para el resultado que arroja
el software y es particularmente compleja cuando se trata de aplicar IA
a sentencias criminales.

Pongamos el caso del principio de proporcionalidad como ejemplo:
Aplicar este principio en una sentencia supone ponderar factores que no
son idénticos en todos los casos, por ejemplo la magnitud del dafio in-
fligido, el riesgo de reincidencia, qué relevancia se da al remordimiento
del acusado o a la premeditacion. No esta claro de qué manera la IA po-
dria contribuir a desentrafar el significado juridico de los elementos que
componen una sentencia o cdmo puede programarse la IA para distin-
guir estos valores en aras del principio de proporcionalidad de cada caso.
Sin embargo, el uso de modelos de machine learning podria ser ttil para
revisar ex post si los tribunales actian de conformidad con ese principio.*

Cudl sea el objeto puntual de opacidad dependerd, como es infe-
rible, de las causas antes mencionadas. Es decir, puede ser que por ra-
zones legales de secreto societario una empresa no revele las fuentes
utilizadas por el algoritmo para operar, puede ser que por ese motivo
decida revelar las fuentes mas no los valores otorgados para obtener el
resultado, o puede ser que no revele ninguno de los dos datos. En esa
misma linea, es posible que la estructura del algoritmo alcance un ni-
vel de complejidad tal que alguno de esos factores o ambos no puedan
ser conocidos debido a razones técnicas.

Para profundizar en este aspecto, y vincularlo directamente con la
materia que nos ocupa, Jesper Ryberg analiza la relevancia de la opaci-
dad de los algoritmos utilizados para producir sentencias, en funcién
de su tensién con la posibilidad de fundamentar claramente las deci-
siones judiciales.”

11. Por su sigla en inglés: Risk Assessment Tools (RATS).

12. Chiao, Vincent, “Predicting Proportionality: The Case for Algorithmic Sentencing”,
en Criminal Justice Ethics, Vol. 37, Nueva York, Taylor and Francis, 2018.

13. Ryberg, Jesper, “Sentencing and algorithmic transparency”, en Ryberg, Jesper;
Roberts, Julian V. (Eds.), Sentencing and Artificial Intelligence (Studies in Penal Theory and
Philosophy), Nueva York, Oxford University Press, 2022.
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La importancia de la fundamentacién clara de las decisiones ju-
diciales radica, en primer lugar, en la considerable mejora que esto
produce en la calidad de las decisiones. Es de suponer que los jueces,
al verse obligados a fundar en detalle sus decisiones, se esfuercen en
que estén sostenidas por razones sdlidas y esto puede ayudar a reducir
sesgos o prejuicios que, como seres humanos, lleven consigo. Ademas,
la explicitacién de las razones que llevaron al juez a tomar una deter-
minada decisién facilita la revision de las sentencias y otorga legitimi-
dad/credibilidad a las resoluciones judiciales.

Sin ser categorico, el autor pondera que en ciertas circunstancias la
fundamentacioén no se vera afectada por la opacidad algoritmica, aun-
que la transparencia siempre colaborara en el proceso de revisién de
una sentencia, por lo que en caso de que sea técnicamente posible, lo
conveniente es tender a buscar la transparencia de este tipo de sistemas.

Fin de la pena, debido proceso y equidad
El fin de la pena

La primera propuesta de desarrollar un sistema digital para asis-
tir a los jueces a la hora de dictar sentencia fue realizada en 1971 por
John Hogarth,“ quien sugeria el disefio de un algoritmo basado en la
acumulacién de una base de datos de fallos y sus consecuentes resul-
tados para analizar las probabilidades de posterior reincidencia. Esta
idea, si bien era disruptiva, ya presentaba un anclaje muy claro en una
teoria de la pena tnica.

Es que, la propia idea de orientar los esfuerzos de un sistema in-
formatico —que serd el encargado de emitir sentencia— a anticiparse a
la posible comisién de nuevos delitos futuros por parte del justiciable,
habla de una decisién de politica criminal de definir el sentido de la
pena como de prevencion especial. Esto, sea o no adecuado a los inte-
reses de la sociedad en general, omite contemplar una funcién restau-
rativa, retribucionista o de cualquier otra indole.

14. Hogarth, John, Sentencing as a Human Process, Toronto, University of Toronto
Press, 1971.
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Lo cierto es que en la mayoria de los paises el fin de la pena es
un terreno en disputa. Tomando como ejemplo mi propia jurisdic-
cién nacional, la Argentina, es inevitable observar que, si bien nuestra
Constitucién Nacional se inclina por un fin resocializador de la pena,
la ley penal de nuestro pais y su aplicacién exhiben la preeminencia
de otros objetivos de corte retribucionista y de prevencién. Por ende,
sistematizar esta discusion en un algoritmo que pueda fijar criterios
estaticos para resolver casos parece, no solo improbable técnicamente,
sino también poco factible a nivel social.

Como puede observarse, desde este primer abordaje ya se vislum-
bra un problema anterior al de la redaccién de una sentencia en si por
parte de una maquina y es la necesidad de discutir y establecer los fines
de la pena yla funcién del sistema de justicia penal en general. Sin esta
discusién saldada dificilmente puedan fijarse parametros que permitan
elaborar un método matematico de soluciones juridicas de los tribuna-
les del fuero penal, pues estas careceran de legitimidad normativa.”

Sumado a ello, la falta de un debate saldado en este sentido conduce
a que las bases de datos de decisiones judiciales que pueden utilizar los
algoritmos para aprender, estén plagadas de contradicciones, dado que
algunas se sostienen en argumentos eminentemente retribucionistas
mientras que otras los rechazan y enfocan sus decisiones en un objetivo
resocializador o de prevencidn. Estas inconsistencias pueden ser inocuas
para muchas decisiones, pero en determinados casos definitivamente
producirian respuestas errantes por parte de un asistente artificial.*

El debido proceso penal

Otro elemento trascendental para contrastar con estas propues-
tas es la garantia del debido proceso legal.” De acuerdo a nuestros
principios constitucionales y a los estindares internacionales, un
juicio justo incluye la posibilidad de conocer y contrastar la eviden-
cia que se presenta en un proceso penal, asi como el derecho de obte-
ner una sentencia individualizada o dirigida a un individuo puntual.

15. Van Wingerden, Sigrid; Plesnicar, Mojca, “Artificial Intelligence and sentencing.
Human against machines”, Ryberg, Jesper; Roberts, Julian V. (eds.), op. cit., pp. 232-234.

16. Wisser, Leah, op. cit.
17. Riquert, Marcelo, op. cit., pp. 101-131.
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Independientemente de que la prueba pueda ser conocida durante el
desarrollo del juicio, previo a la sentencia, lo cierto es que una parte
de ese derecho tiene que ver con poder conocer qué elementos fueron
tomados en consideracién para arribar a la sentencia y cémo fueron
ponderados y analizados en concreto, y ahi es donde un algoritmo
poco transparente puede resultar contraproducente.’

Dentro de las consideraciones que abarca el debido proceso, entien-
do que debe ponerse especial atencién al derecho de defensa en juicio.
Cobra sustancial importancia evaluar el lugar que tiene en los calculos
algoritmicos la voz de las personas acusadas y de sus defensas, para evi-
tar construir un procedimiento que las silencie en aras de estandarizar
respuestas para casos similares. Pero ademds, no puede perderse de vis-
ta que para los justiciables la sensacién de haber sido escuchados otorga
legitimidad empirica® a la sentencia, por eso la forma en que los funda-
mentos de esta son comunicados al ptblico es fundamental.

El principio de equidad

Uno de los problemas mds trabajados en relacién a la utilizacién
de IA en la toma de decisiones judiciales gira alrededor de la dificultad
para crear un sistema imparcial y equitativo. La posibilidad de que el
algoritmo construya sesgos y/o sistematice prejuicios humanos, pro-
fundizandolos, ha llevado a muchos autores a desconfiar de la ido-
neidad de este tipo de sistemas para intervenir en procesos penales,
inclusive en forma de asesores de los jueces.

Como ya he expresado con anterioridad,* a mi entender el pro-
blema de los sesgos algoritmicos no es otra cosa que la traduccién de
los prejuicios humanos y desigualdades sociales que subyacen de los
datos y sentencias que analiza y pondera la maquina. Esto plantea un
desafio particular, siendo el principio de equidad un argumento utili-
zado tanto a favor de la implementacién de herramientas de IA en las
sentencias como en contra de ella.

Es que, mientras que establecer pardmetros objetivos median-
te calculos del algoritmo pareciera ser una forma de dejar de lado o

18. Wisser, Leah, op. cit.
19. Van Wingerden, Sigrid; Plesnicar, Mojca, op. cit., pp. 234-236.
20. Rangugni, Maria Catalina, op. cit.
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al menos visibilizar los sesgos humanos, los sistemas de IA también
traen consigo el riesgo de agudizar sesgos de manera solapada.

Esto es asi, en primer lugar por lo que algunos autores han conveni-
do en llamar como “problema del input” o “bucle de retroalimentacién
perniciosa”.?* Lo cierto es que las maquinas no tienen la capacidad de
realizar un razonamiento circunstanciado de la misma manera que lo
hace un humano, por lo tanto, basaran sus predicciones o soluciones en
“Inputs” o informacion extraida del pasado. De esta manera, lo que puede
suceder es que sistemas de esta indole reproduzcan patrones negativos
de la conducta humana, que se relacionan con una matriz socioeconé-
mica desigual, o que —por cuestiones técnicas— no puedan evitar reunir
informacién sesgada, porque la informacién global no esta disponible.

De esta manera, una respuesta que pueda parecer “neutral” por
parte de la IA en realidad hace mella en prejuicios humanos, o inclu-
so crea nuevos en base a la dificultad para reunir cierta informacioén.
Légicamente los modelos de IA que se desarrollan en la actualidad
contemplan esta realidad, y esto da lugar a estrategias de disefio o de
gobernanza de datos que buscan revertir estos patrones.

Ahora bien, este aspecto merece especial atencidn, porque en de-
terminadas circunstancias no bastara con anonimizar la informacién
o eliminar los datos concretos que relacionamos directamente con el
sesgo (por ejemplo: el género o la etnia de las personas). En determi-
nadas circunstancias puede haber factores vinculados a ese dato, que
hagan de “indice proxy” para identificarlo y reproducir el sesgo de
todos modos. Para ilustrar este caso, podemos pensar en el siguiente
ejemplo: Una empresa desarrolladora puede conformar una base en la
que los datos de etnia o color de piel sean eliminados, para evitar que
el modelo algoritmico los tenga en cuenta. Sin embargo, puede darse
que el algoritmo identifique patrones dentro del contexto demografi-
co o laboral que reproduzcan —en los hechos— el mismo sesgo, si, por
ejemplo existieran ciertas localidades o ciertas tareas asignadas usual-
mente a esa etnia o color de piel.

21. Schearze, Mathis; Roberts, Julian, op. cit.

22. O'Neil, Cathy, Armas de Destruccion Matemdtica. Cémo el Big Data aumenta la
desigualdad y amenaza la democracia, Madrid, Capitin Swing, 2018.

23. Wisser, Leah, op. cit.
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¢Es posible esquivar las zonas de controversia?

Es claro que la vocacién de los proyectos que actualmente se
encuentran en desarrollo para asistir a los jueces en la redaccion de
sentencias buscan encontrar, eventualmente, soluciones para los pro-
blemas descritos.

Independientemente de esa tarea, pienso que es valido también
preguntarse si incluso con las tecnologias existentes y sus limitacio-
nes no hay funciones especificas para asignarles que esquiven los ejes
conflictivos de debate. En este terreno es en el que, considero, el con-
senso para avanzar hacia la innovacién de las herramientas que utiliza
lajusticia puede ser mayor.

Por lo pronto, nada obsta la posibilidad de darle a modelos algo-
ritmicos de proyeccién de sentencias una funcién de “revisora” de las
sentencias redactadas por humanos. De esta manera, podria delinear-
se un sistema que detecte nulidades, violaciones al debido proceso, y
patrones de conducta que repitan determinado sesgo discriminatorio
en las sentencias penales.

Mais alld de facilitar la tarea recursiva y de revision, autores como
Roberts y Schearze sefialan que este tipo de herramientas son funda-
mentales para la confeccién de lineamientos unificados de las senten-
cias que contrarresten sesgos indeseados. De esta manera, al contar
con estas correcciones, la idea de construir en el futuro una base de
datos de sentencias sin los problemas a los que me referi en el capitulo
anterior parece un poco menos improbable.

Modelos aplicados

Habiendo planteado, a grandes rasgos, algunos hilos de discu-
sién, me parece sensato poner la mirada en sistemas que ya fueron
disefiados, desarrollados y/o puestos en funcionamiento en distintas
latitudes, que se esfuerzan por evitar o contrarrestar las dreas mais
pantanosas de la IA en el ambito de la justicia penal.

24. Schearze, Mathis; Roberts, Julian, op. cit.
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Automatizacion de tframites sencillos alrededor de la sentencia:
Republica Argentina

Histéricamente el Poder Judicial de Argentina ha presentado
grandes dificultades en la mecanizacién de datos para la obtencién de
estadisticas ttiles. Los esfuerzos por resolver esta carencia llevaron, en
octubre de 2016, a la firma del Convenio Interjurisdiccional de Datos
Judiciales Abiertos y a la creacién del Sistema de Datos de la Justicia
Argentina (SDJA).” Si bien se han dado algunos pasos que permiten
un incipiente desarrollo de sistemas de IA que trabajan con datos, to-
davia hay un largo camino por recorrer para tener modelos confiables
que garanticen precisioén y diversidad en el input.

A pesar de esta circunstancia, algunos modelos han prosperado
fuera del ambito penal, y otros incluso se han proyectado en su interior.

En el 4mbito Civil, la Comisién de Informatica de la CAmara Na-
cional de Apelaciones aprobd por unanimidad el Proyecto Hodor, que
es un sistema de IA que desarrollé el Departamento de Inteligencia
Artificial de la Unién de Empleados Judiciales de la Nacién, que auto-
matiza despachos sencillos para impulsar el avance de las causas ha-
cia su resolucién. De esta forma, se implement6 en el Poder Judicial
el primer programa que busca redisenar e incorporar tecnologias que
potencien los tramites judiciales.?

Por su parte, la Corte Suprema de Justicia de la provincia de Bue-
nos Aires también ha implementado un sistema informético llamado
Augusta: Es un Sistema de Gestion Integral en el cual se registran da-
tos de los casos, asi como los pasos procesales, las partes o personas in-
tervinientes, la documentacién anexa y toda aquella informacién que
contribuya a la gestién del mismo. Su funcién, en concreto, es asistir
en el despacho del organismo con una biblioteca de modelos propias
al organismo y/o genéricas. El sistema cuenta con la posibilidad de

25. Bustos Frati, Gonzalo; Gorgone, Bruno, Preparacion del sector judicial para la inteli-
gencia artificial en América Latina, Caso Argentina, Buenos Aires, Centro de Estudios de
Tecnologia y Sociedad (CETyS) de la Universidad de San Andrés, 2021.

26. Méstola, Mariano, Algunas reflexiones sobre la aplicacién de herramientas de automati-
zacién en el fuero civil de la justicia nacional, SAIJ-INFOJUS, 2023. También puede con-
sultarse el sitio web del proyecto, disponible en: https://www.proyectohodor.com.ar/
[Enlace verificado el 16/09/2024]

125

IA - Kleiman.indd 125 21/3/2025 14:13:25


https://www.proyectohodor.com.ar/

COLECCION DOCTRINA

agendar vencimientos e hitos destacables asi como también cuenta
con la opcién de calcular plazos judiciales.?”

Si bien “Augusta” es una herramienta sencilla, actualmente se esta
desarrollando una nueva versién mds avanzada denominada “Proyecto
Experticia” que sugiere, a través de un algoritmo, distintos proyectos
de resoluciones de acuerdo a los datos ingresados por los operadores
judiciales. Asi, podria estandarizar procesos de tramites simples y coti-
dianos que no requieren mayor complejidad.?® Este sistema fue creado
como complemento del sistema Augusta para la automatizacién de di-
ferentes procesos dentro del expediente judicial basado en la confeccién
de arboles binarios, los cuales recibirian como parametros de entrada
referencias almacenadas en el sistema Augusta y entregarian como re-
sultado soluciones con los documentos electrénicos correspondientes,
permitiendo automatizar el proceso de decisién en funcién del estadoy
datos del expediente electrénico.”

En el ambito del Ministerio Publico Fiscal de la Ciudad Auténo-
ma de Buenos Aires se encuentra la experiencia mas difundida a nivel
nacional que es el modelo PROMETEA, que cuenta con funciones para
agilizar el tramite de los expedientes judiciales y proyecta modelos de
resoluciones en base a los datos que el operador judicial ingresa y las
indicaciones que comanda al software.*® Tal fue el impacto que tuvo
esta innovacién que la Corte Constitucional de Colombia exporté el
sistema para crear PretorIA en ese pais, con funciones similares.

Tal como expresé, puede apreciarse que la jurisdiccién criminal
no tiene institucionalizadas atn a nivel nacional herramientas pro-
pias del fuero, al menos respecto de la redaccién de sentencias, sin
embargo ya cuenta con diversos prototipos, proyectos y desarrollos de
sistemas operativos.

27. Disponible en: https://www.scba.gov.ar/paginas.asp?id=39889 [Fecha de consulta:
21/03/2.024].

28. Bustos Frati, Gonzalo; Gorgone, Bruno, op. cit.

29. Convenio marco de colaboracién reciproca entre la Suprema Corte de Justicia de
la provincia de Buenos Aires y la Universidad Nacional de la Matanza. Disponible en:
https://pupilacdn.nyc3.cdn.digitaloceanspaces.com/diariojudicial.public/documen-
t08/000/092./360/000092360.pdf [Fecha de consulta: 21/03/2024].

30. Corvalan, Juan Gustavo, La primera inteligencia artificial al servicio de la justicia: Prome-
tea, Buenos Aires, Thomson Reuters, 2017.
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Es el caso del Juzgado 10 en lo Penal, Contravencional y de Fal-
tas de la Ciudad Auténoma de Buenos Aires, donde empleadas y fun-
cionarias desarrollaron un modelo de aprendizaje automatizado que
arroja predicciones sobre el tipo de violencia de género de cada caso
—segtn las definiciones de la ley- a partir de la transcripcién de los
dichos de la victima.”

Una experiencia similar se dio en el ambito de la justicia criminal
federal, en el que un conjunto de funcionarios, junto con docentes de
la Universidad de Buenos Aires y miembros del laboratorio de IA de la
misma Universidad desarrollaron un modelo para asistir las decisio-
nes judiciales sobre la libertad de las personas en el proceso penal, con
el fin de realizar una exploracion académica.*

Asistente para la mensuracidn de la pena: Federacion de Rusia

Como se refleja en el reporte de la Asociacién Internacional de
Derecho Penal, en adelante AIDP,® Rusia se encuentra debatiendo la
viabilidad de implementar un sistema electrénico para la determina-
cién de las penas en los veredictos judiciales. La premisa subyacente
del software consiste en establecer una pena proporcionada al riesgo
planteado por el autor del delito y al grado de culpabilidad asociado.

Este sistema opera a partir de una matriz de decisién que se com-
pone dentro de un marco normativo, en el cual las circunstancias que
mitigarian o agravarian el castigo se valoran mediante asignacién de
puntos positivos o negativos. Estos valores son definidos en base al
principio de razonabilidad. En esencia, el juez identifica los elemen-

31. Segtn la publicacién de fecha 15 de septiembre de 2021 en el portal institucional
del Departamento de Informacién Judicial, dependiente de la Secretaria Ejecutiva
del Consejo de la Magistratura de la Ciudad Auténoma de Buenos Aires. Disponible
en: https://ijudicial.gob.ar/2021/pablo-casas-presento-historias-de-innovacion-de-la-
gestion-judicial-centrada-en-las-personas/ [Fecha de consulta: 21/03/2024].

32. Acselrad, Flora Soffa; Nager, Horacio Santiago; Part, Daniela Romina; Reynoso,
Carlos Alejandro; Risetti Delién, Vanesa Maura; Soto, Verénica Andrea; Tatian, Ro-
sario, “Inteligencia Artificial y las decisiones sobre la libertad de las personas en el
proceso penal”, en Corvaldn, Juan Gustavo, Tratado de Inteligencia Artificial y Derecho,
Buenos Aires, Thomson Reuters - La Ley, 2021, T. IL., pp. 383-437.

33. Gubko, Vladislav; Novogonskaya, Margarita; Stepanov, Pavel; Yundina, Maria, Al
and Administration of Justice in Russia. Disponible en: https://www.penal.org/sites/de-
fault/files/files/A-07-23.pdf [Fecha de consulta: 21/03/2024].
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tos pertinentes, es decir, las circunstancias atenuantes y agravantes
del caso en cuestion, ingresandolos al sistema como “input”. Posterior-
mente, el programa realiza el cdlculo previamente mencionado, invo-
lucrando la suma y resta de las circunstancias que alivian o empeoran
la situacién, y tomando en consideracién elementos como el modo de
comisién del delito, las condiciones personales del acusado, la natu-
raleza del delito imputado, entre otros factores relevantes. A partir de
esta evaluaciodn, se establece la magnitud de la pena a imponery, de ser
apropiado segun las circunstancias particulares, se definen medidas
coercitivas adicionales.

Advertencias de desviacidn: Republica Popular China

Otro modelo de IA que suscita interés en el dmbito de estudio es
aquel que ha sido implementado a modo de prueba en ciertas localida-
des de China, segtin se reporta en el informe de la AIDP.** Este software
incorpora un componente conocido como el médulo de “advertencia
temprana de desviacién”. Apoyandose en los beneficios de la investi-
gacién cientifica, la “plataforma de anticipacién de desviaciones en
juicios por casos similares”, desarrollada en colaboracién con la Base
de Investigacién de Datos Judiciales del Pueblo establecida por el Tri-
bunal Popular Supremo, elabora un algoritmo de sentencia mediante
el analisis de numerosos documentos legales. Su funcién principal es
proporcionar una alerta temprana de aquellos casos que exhiben des-
viaciones significativas, con el objetivo de respaldar técnicamente la
estandarizacién de los juicios.

Para ser mds concreta, una vez que el juez determina el veredicto
y finaliza la redaccion del documento de sentencia, el sistema captura
automaticamente dicho documento para someterlo a un analisis me-
diante IA. Los casos que presentan marcadas discrepancias con otros
de caracteristicas similares reciben una notificaciéon de manera auto-
matica. Las causas de estas notorias desviaciones se explican a los jue-
ces a través de tecnologia de visualizacion de datos judiciales, o bien,
mediante el analisis de la distribucién de casos similares y el grado de
desviacién en los resultados del juicio.

34. Wang, Haiyang, Al and administration of justice in China. Disponible en: https://
www.penal.org/sites/default/files/files/A-12-2023.pdf [Fecha de consulta: 21/03/2024].
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Asistente de prediccién del riesgo creado por la libertad
del justiciable: Estados Unidos de América

Enlos tltimos afios, tanto desarrolladores del sector privado como
de oficinas publicas de Estados Unidos han trabajado sobre distintos
modelos para asistir a la justicia penal para decidir sobre la libertad de
las personas sometidas a procesos o condenadas.

El desarrollo de VPRAI, PRAXIS, PSA, COMPAS y PATTERN, entre
otros, ha permitido a los Tribunales valerse de modelos estadisticos para
sugerir el riesgo de reincidencia que presenta una persona condenada o,
en algunos casos, determinar el peligro de fuga y/o entorpecimiento del
proceso de una persona que esta siendo sometida a juicio.*

A pesar de que el objetivo principal de estos modelos de IA es iden-
tificar personas que no representan un peligro real para la sociedad
en general o para el proceso penal en particular, y otorgarles la liber-
tad, a efectos de descomprimir las carceles, su aplicaciéon ha generado
enorme controversia. Esto se debe a que el sistema no estd exento de
sesgos, que perjudican a algunos sectores particularmente vulnerables
dela comunidad, ademas de que en determinados aspectos se ha cues-
tionado la transparencia con que opera, en los términos en que me he
referido en el capitulo respectivo.

Revision de recursos: Republica Federativa de Brasil

Por dltimo, considero que es pertinente traer el caso del proyecto
“Sdcrates”,* disefiado para operar en el marco de la justicia de Brasil. El
sistema fue desarrollado para seleccionar y clasificar los casos y recursos
presentados ante el Tribunal Superior de Justicia, realizando un analisis
semantico de los documentos procesales con el fin de facilitar la revision
de decisiones judiciales tomadas en instancias anteriores, identifican-
do casos con materias similares e investigando decisiones judiciales que
puedan servir de antecedente para el proceso que se examina.

35. Respecto de estos modelos de 1A, he desarrollado extensamente su modo de funcio-
namiento, las criticas y la evolucién en su aplicacién en Rangugni, Marfa Catalina, op. cit.

36. Informe de gestién del Superior Tribunal de Justicia de Brasil 2018-2019. Dispo-
nible en: stj.jus.br/sites/portalp/SiteAssets/documentos/noticias/Relatério%20de%20
gestdo.pdf [Fecha de consulta: 21/03/2024].
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La idea principal de esta herramienta es permitir la revisién de
sentencias apeladas, efectuando un analisis que permita elevar un
informe en relacién a si el caso puede ser juzgado bajo el sistema de
recursos especiales que versan sobre la misma materia de derecho (re-
cursos reiterativos), si la legislacion aplicada en las decisiones es ade-
cuada e incluso sugiriendo soluciones utilizadas en procesos similares.

Conclusiones

Establecer un sistema automatizado para la redacciéon de senten-
cias que sea transparente, equitativo, confiable y que recoja la voz de
las partes parece hoy una tarea dificil de proyectar. Sin embargo, esto
no significa descartar de lleno la utilizacién de estas herramientas.

Especialmente en el marco de la justicia criminal, a la hora de dic-
tar una sentencia, el ejercicio del poder del Estado sobre los ciudada-
nos esta en su punto mas alto y requiere de altos niveles de consenso
y legitimacion para operar. En otras palabras, debe valerse de justi-
ficaciones sélidas para que la —siempre desproporcionada- respuesta
coercitiva que ejerce sobre individuos sea validada por el entorno.

Por esta razdn, resulta atractiva la retdrica de la optimizacién
cuantificable que se obtiene de las tecnologias de IA para tomar deci-
siones en otros campos. Sin embargo, al tratarse de una ciencia social
dindmica y orientada a regular las relaciones humanas en sociedad
este trasvasamiento se torna algo mds complejo, por los problemas
que fueron desarrollados en el presente trabajo.

No tiene sentido analizar las nuevas tecnologias aisladas de su con-
texto, por eso es importante no perder de vista el propdsito al que sirven.
La idea de reemplazar decisiones humanas en el ambito judicial por cal-
culos algoritmicos resulta hoy inerte frente a la infinidad de problemas
e injusticias que plantearia. Pero la inteligencia puede proporcionar una
herramienta de analisis y de procesamiento de datos para agilizar y me-
jorar decisiones humanas, por lo que no debe descartarse de lleno su
implementacién. Herramientas como las analizadas, que proporcionan
informacién extra, andlisis “ex post” de las sentencias para identificar
sesgos, patrones disvaliosos, decisiones injustas; y para unificar crite-
rios en cuanto a la justificacién de la pena y en cuanto a la manera de
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aplicar laley pueden transformar de manera radical y positiva el funcio-
namiento de los sistemas de administracién de justicia.

Por supuesto que se trata de un terreno delicado, que puede habi-
litar la utilizacién abusiva y distorsionada de herramientas de inteli-
gencia artificial que avasalle derechos individuales de los ciudadanos.
Asi, la importancia de establecer parametros regulatorios para poner
limites a ese tipo de usos se torna urgente. En palabras de Yuval Noah
Harari, la regulacién ética de la transformacién tecnoldgica y digital
en un mundo interconectado como el que vivimos debe ser global.””

37. Harari, Yuval Noah, Homo Deus: A Brief History of Tomorrow, Londres, Harvill Secker,
2016.
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Desarrollo de un Sistema de Auditoria
de Defensa en base a Big Data y
herramientas de Inteligencia Artificial
para audiencias de control de detencidn

Gonzalo Eugenio Rodriguez Herbach*

Desarrollo

Este proyecto, llevado a cabo entre los meses de junio y diciembre
de 2020, tuvo por objetivo general concebir, disefiar y desarrollar, a
partir del analisis de los datos sobre casos de primeras audiencias por
control de detencidn, una solucién informaética que predice compor-
tamientos en:

a. Laposibilidad de prisién preventiva,

b. Los plazos de investigacién,

c. Laposibilidad de alegacién de ilegalidad,

d. La entrega de argumentaciones juridicas mas recurrentes

respecto de un grupo de delitos perseguidos.

Dicha solucién genera una herramienta de auditoria en linea que
puede comparar los comportamientos predichos con las actuaciones
y gestiones reales, con objeto de generar informacién para focalizar
mejoramientos progresivos en la prestacion del servicio.

La solucién informadtica considera modelos de prediccién que
procesan gran cantidad de informacién de nuestro sistema y otros
para entregar sus calculos de probabilidades; asimismo, el sistema de
manera permanente puede “reentrenarse” de acuerdo a la informa-
cidén que se vaya generando.

Por otra parte, cuenta con una serie de microservicios que con-
sultan nuestro sistema de defensa, exponiéndole al defensor de ma-
nera resumida y agil (en la pantalla telefonica u otro dispositivo) la

* Abogado Universidad de Chile. Master en Derecho Penal Universidad de Sevilla.
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informacién principal sobre causas vigentes y terminadas, y entregan-
do argumentaciones juridicas valiosas para la discusién de medidas
cautelares, las alegaciones de ilegalidad de la detencidn, y argumen-
taciones de derechos humanos sobre estos tdpicos, asi como sefiala-
mientos de si se trata de un imputado con historial de enajenaciéon
mental, de migrantes o de adolescentes.

Toda la informacién permite “adelantar” el conocimiento del im-
putado y su causa, para que el defensor pueda optimizar sus tiempos
de atencidn, considerando lo breves y acotados que estos resultan,
ademds de proporcionarle datos valiosos para el desarrollo de la entre-
vistay la audiencia.

Este proyecto contd con el trabajo del equipo de la Defensoria Penal
Publica de Puente Alto de Santiago, con la valiosa colaboracién de de-
fensores locales, licitados y asistentes, quienes desarrollaron un trabajo
de alto valor técnico y operativo, primero en la generacién de informa-
cién y lineamientos para el trabajo de audios, y luego, en la concepcion,
disefloy ejecucion del “Asistente Virtual” para primeras audiencias.

Consideré una fase piloto, iniciada el 10 de noviembre de 2020, en
la Defensoria ya aludida, la que generd informacion y alcances que, de
acuerdo a su pertinencia y a la capacidad del proyecto para absorberlo,
fueron revisados y ajustados.

El proyecto contempl6 acciones de capacitacion tanto a defensores,
asistentes y equipos directivos, todas instancias desarrolladas de modo
remoto. A su vez, y luego del proceso de marcha blanca llevado a cabo
hacia fines de noviembre y efectuados los ajustes a la aplicacién, se ge-
nerd una fase piloto en 8 defensorias locales del pais (Coquimbo, San
Antonio, San Joaquin, La Florida, Talagante, Rengo, Linares, Coyhai-
que). Para ello, se conté con el apoyo y la guia del equipo de defensoresy
asistentes de Puente Alto, liderado por su defensora local, Ximena Silva.

Se disend una estrategia de Multiplicacién, en la que cada defen-
soria que manejaba el “Asistente Virtual” fue capacitando a nuevas de-
fensorias de su regién y, de esa manera, considerar, durante el afio
2021, que el “asistente virtual” opere en todo el territorio nacional.

Debe sefialarse, por altimo, que la audiencia de control de deten-
cién constituye, en muchas jurisdicciones, y particularmente en Puen-
te Alto, la causa de ingreso prevalente a los servicios de la Defensoria
Penal Publica; ello estd unido a lo critico que resulta esta audiencia
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respecto de las garantias de los defendidos que arriesgan incluso su li-
bertad frente a las pretensiones punitivas; llevadas a cabo, ademas, en
condiciones limitadas en tiempo y recursos para hacerse cargo de la de-
fensa. Ello llevé a la Defensoria Penal Pablica a generar este proyecto,
que fue perfeccionado durante 2021 e implementado nacionalmente.
La empresa de desarrollo del proyecto fue Price Waterhouse Cooper.

Estado Actual del “Asistente Virtual”

En la actualidad el “Asistente Virtual” no se encuentra operativo.
La razon principal se debe a la imposibilidad presupuestaria de contar
con servicios externos de manejo de la data que soporta el asistente.
En efecto, el disefio del proyecto requiere de “espacio suficiente” en
discos que permitan el funcionamiento de los algoritmos con su res-
pectivos reentrenamientos.

Al no disponer de este recurso al interior de la Defensoria Pe-
nal Pablica, la tnica posibilidad es contratar este servicio a terceros
externos. Sin embargo, dada la contingencia de todo este periodo se
consideraron los recursos publicos y se priorizaron en la cobertura las
exigencias de la pandemia, por lo que la Defensoria Penal Ptblica no
conté con medios suficientes para su contratacién, lo que implicé de-
tener el funcionamiento transitorio del “Asistente”.

Por otra parte, durante el tiempo en que el “Asistente” estuvo en
uso, la vision de los defensores y defensoras en general se centré en la
certeza o no certeza de las cifras que mostraba, en cuanto a las probabili-
dades que el software indicara en torno a la “prisién preventiva”, “el plazo
de investigacion”y la “posibilidad de éxito en la alegacién de ilegalidad”.

En general, la utilidad del asistente se centré en la informacién
sobre los imputados/as proporcionadas por la aplicaciéon (causas y
condenas anteriores, audiencias del articulo 458 del CPP, sobre enaje-
nados mentales, etc.), mas que por las cifras proyectadas, circunstan-
cia que aconseja efectuar algunos ajustes en el disefio del “Asistente
Virtual” antes de volver a implementarlo; trabajo que ya se habia abor-
dado antes de la desactivacion.
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Anexo
Fuentes de informacion

1. Oficio Institucional No. 386, de fecha 21 de julio de 2021, del
Defensor Nacional de la Defensoria Penal Pablica de Chile.

2. Oficio Institucional No. 156, de fecha 21 de marzo de 2023, del
Defensor Nacional de la Defensoria Penal Pablica de Chile.
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Policia y justicia predictiva en Espaia:
analisis actual y reflexion critica

Jordi Gimeno Bevia**

Policia predictiva

En Espafa no existe una definicién uniforme y univoca del con-
cepto de policia predictiva, sino que la doctrina y practica forense se
sirven de definiciones internacionalmente desarrolladas. Una de los
mas utilizadas es la recogida por la Organizacién para la Seguridad y
Cooperacién en Europa (OSCE) en 2017, la cual define este fenémeno
como “la recopilacién y evaluacién sistematica de datos e informacion,
a través de un proceso analitico definido, que los convierte en produc-
tos analiticos estratégicos y operativos que sirven de base para un pro-
ceso decisorio mejorado, fundamentado y documentado”.!

Una aproximacién de la doctrina nacional a la conceptualizacién
del fenémeno lo ofrece Miré Llinares, quien incluye la “policia pre-
dictiva” dentro de la Inteligencia Artificial Policial y la define como la
“aplicacion de técnicas cuantitativas para identificar objetivos de inte-
rés policial con el propésito de reducir el riesgo delictivo mediante la
prevencién de delitos futuros o la resolucién de delitos pasados”.

* Este trabajo se corresponde sustancialmente con la publicacién de este autor titula-
da “Instrumentos actuales de policia y justicia predictiva en el proceso penal espafiol:
andlisis critico y reflexiones de lege ferenda ante aplicaciones futuras” publicada en el
numero especial de la revista Estudios Penales y Criminoldgicos titulado “Inteligencia Ar-
tificial y Sistema Penal” (2023).

“ Profesor Titular Derecho Procesal. Véase: http://e-spacio.uned.es/fez/eserv/
bibliuned:DptoDPROC-FDER-Articulos-Jgimeno-0001/Gimeno_Bevia_Jordi_
Policia_y_justicia.pdf. Todo ello deriva de mi investigacién realizada como relator
nacional del grupo espafiol de la AIDP (Seccién III).

1. Guia sobre actividad policial basada en la inteligencia, OSCE, 2017, p. 6. Disponible
en el siguiente enlace https://www.osce.org/files/f/documents/6/4/455536.pdf [fecha
de consulta: 18/03/2024].

2. Miré Llinares, Fernando, “Inteligencia artificial y justicia penal: mas alla de los resul-
tados lesivos causados por robots”, en Revista Penal de Derecho y Criminologia, Madrid,
Fundaci6n Universitaria Behavior & Law, julio 2018, pp. 87-130.
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Se trata, por consiguiente, de un fenémeno relativamente nove-
doso en nuestro pais pues Espafia tiene una experiencia muy limitada
—quizas por la ausencia de una regulacién especifica— en la aplicacién
de IA para la prediccién policial. Y ello porque, tanto en inteligencia ar-
tificial como en otras materias, mantiene un enfoque prudente y parece
que actuard en linea con los Estados miembro de la Unién Europea y
actualmente, como es sabido, el Parlamento Europeo se muestra harto
cauteloso ala hora de implementar estos sistemas de vigilancia masiva.’

Asi las cosas, internamente, el debate no deja de resultar actual
pues en nuestro parlamento se presenté por el grupo parlamentario
Unidas Podemos una Propuesta no de Ley (PNL) sobre el uso de la
Inteligencia Artificial (IA) en las labores de vigilancia y uso de datos
personales de la ciudadania por parte de las Fuerzas y Cuerpos de Se-
guridad del Estado, ademas de proponer la creacién de una agencia de
control de algoritmos para garantizar su transparencia. Y ello porque,
desgraciadamente, muchas de las “soluciones” —tal y como suelen de-
finirse a estos sistemas de IA- pretenden ser implementadas por em-
presas privadas en instituciones publicas, principalmente locales y/o
provinciales, mediante contratos publicos con una concurrencia muy
limitada pues son muy pocas las empresas nacionales especializadas
en el uso de las nuevas tecnologias, lo cual puede ofrecer una situacién
de incertidumbre en términos de seguridad juridica.

Mas alld de lo anterior, existen instrumentos que las Fuerzas y
Cuerpos de Seguridad del Estado (de ahora en adelante, FCSE) em-
plean habitualmente a la hora de llevar a cabo sus pesquisas basados
en el uso de inteligencia artificial.*

Seguidamente, expondremos los distintos instrumentos que,
para una mejor clasificacién, agruparemos en dos bloques. En pri-
mer lugar destacaremos los sistemas utilizados actualmente y de un
modo generalizado por las Fuerzas y Cuerpos de Seguridad del Estado
(FCSE), que son Veripol y Viogen; y, en segundo, aquellas iniciativas

3. Resolucién del Parlamento Europeo alertando de los riesgos para nuestro sistema
de garantias y libertades de estas tecnologias. Disponible en: https://www.europarl.
europa.eu/news/es/press-room/202109301PR13925/uso-policial-de-la-inteligencia-
artificial-el-pe-contra-la-vigilancia-masiva [fecha de consulta: 18/03/2024].

4. Alvarez, Jose Luis, "Polica predictiva en Espafia. Aplicacién y retos futuros’, en
Behaviour & Law Journal, 2020, pp. 26-41.
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que bien no gozan de un uso tan generalizado, han sido iniciadas pero
posteriormente abandonadas o se ha tratado tnicamente de experien-
cias piloto pero de las que conviene advertir su incidencia no solo en
los derechos fundamentales de los afectados sino en la propia convi-
vencia ciudadana.

Sistemas utilizados actualmente por las FCSE

VioGen

Quizas en Espafa la herramienta mas reconocida en aplicacién
de IA sea el programa VioGen, destinado a la prevencién frente a la
violencia de género. Aunque fue creado en el ano 2007, el drea de Vio-
lencia de Género de la Secretaria de Estado de Seguridad (Ministerio
del Interior) incorporé inteligencia artificial en el afio 2020 a través de
la plataforma analitica de la empresa de software SAS Iberia.’

Su funcionamiento es relativamente sencillo: la aplicacién
VioGen posibilita la cuantificacién los niveles de riesgo de agresién
en casos de violencia de género, permitiendo su prediccién y consi-
guiente proteccién, mediante distintos niveles previamente definidos
de las potenciales victimas. Concretamente, VioGen parte de un pri-
mer cuestionario denominado VPR (Valoracién Policial del Riesgo) y
de un segundo, VPER (Valoracién Policial de Evolucién del Riesgo),
que se realiza de forma general un afio después del primero, cuando
normalmente ya se ha celebrado el juicio y sea cual sea la sentencia. De
esa evaluacion se extraen cinco niveles de riesgo: no apreciado, bajo,
medio, alto y extremo. Cada uno de ellos lleva aparejado un protocolo
de actuacidn del que la denunciante o victima es participe, asi como
todas las administraciones con competencias en la materia y el juzga-
do que instruye o ha juzgado la causa.

Resulta mas complejo, sin embargo, medir o cuantificar el éxito
de cualquier instrumento cuando se trata de evaluar su impacto en
una lacra como lo es la violencia de género. No obstante lo anterior,
las autoridades consideran que el porcentaje de fiabilidad de VioGen
es relativamente satisfactorio: desde la puesta en funcionamiento de

5. Disponible en: https://www.lamoncloa.gob.es/serviciosdeprensa/notasprensa/inte-
rior/Paginas/2020/151220-inteligencia.aspx
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esta herramienta hace ya una década la reincidencia de las agresio-
nes ha disminuido un 25% segtn los tltimos datos. Y si de forma ge-
nérica la reincidencia en otros paises del entorno alcanza el 35%, en
Espafia se sitia ya en el 15%.° Los datos se encuentran actualizados
en la pagina web del Ministerio del Interior, lo que permite realizar
un andlisis sobre la fiabilidad y el éxito de la herramienta desde una
perspectiva estadistica.”

Pero, mas alld de la evaluacién constante por parte del Ministe-
rio del Interior, VioGen también esta siendo evaluado externamente.
Sirva como ejemplo la evaluacion que esta realizando la organizacién
sin animo de lucro Eticas Foundation, pero no a solicitud del Minis-
terio, sino de manera auténoma y con la informacién publicada asi
como con la ayuda de fundaciones externas. De hecho, expone las di-
ficultades que tiene para llevarla a cabo pues, segiin la organizacién
esa falta de transparencia y de explicabilidad implican que no poda-
mos conocer si VioGen tiende a estimar un riesgo demasiado alto o
demasiado bajo en ciertos tipos de casos, como podria ser cuando
las denunciantes pertenecen a un particular grupo social, como por
ejemplo inmigrantes que hablen espafiol (o valenciano o gallego) de
un modo diferente a como suelen expresarse quienes hablan el idio-
ma desde siempre.®

Y mas alld de la referida problematica vinculada a la transparencia,
debiera resultar conveniente preguntarse qué es lo que realmente le in-
teresa a la policia judicial, fiscalia y judicatura conforme a la experiencia
acumulada durante estos afios, pues ello permitiria incorporar datos

6. Entrevista realizada por el peridédico La Vanguardia a uno de los creadores y Jefe de
drea de VioGen, Juan José Lépez Ossorio en el afio 2017. Disponible en: https://www.
lavanguardia.com/tecnologia/20190519/462147339117/viogen-violencia-de-genero-vio-
lencia-machista-inteligencia-artificial-algoritmos.html [fecha de consulta: 18/03/2024]
7. Los datos de 2022 se encuentran disponibles en: https://www.interior.gob.es/
opencms/es/servicios-al-ciudadano/violencia-contra-la-mujer/estadisticas-sistema-
viogen/ [fecha de consulta: 18/03/2024].

8. Disponible en: https://eticasfoundation.org/es/viogen-un-algoritmo-para-prede-
cir-el-riesgo-de-reincidencia-en-casos-de-violencia-de-genero/ [fecha de consulta:
18/03/2024].

142

IA - Kleiman.indd 142 21/3/2025 14:13:26


https://www.lavanguardia.com/tecnologia/20190519/462147339117/viogen-violencia-de-genero-violencia-machista-inteligencia-artificial-algoritmos.html
https://www.lavanguardia.com/tecnologia/20190519/462147339117/viogen-violencia-de-genero-violencia-machista-inteligencia-artificial-algoritmos.html
https://www.lavanguardia.com/tecnologia/20190519/462147339117/viogen-violencia-de-genero-violencia-machista-inteligencia-artificial-algoritmos.html
https://www.interior.gob.es/opencms/es/servicios-al-ciudadano/violencia-contra-la-mujer/estadisticas-sistema-viogen/
https://www.interior.gob.es/opencms/es/servicios-al-ciudadano/violencia-contra-la-mujer/estadisticas-sistema-viogen/
https://www.interior.gob.es/opencms/es/servicios-al-ciudadano/violencia-contra-la-mujer/estadisticas-sistema-viogen/
https://eticasfoundation.org/es/viogen-un-algoritmo-para-predecir-el-riesgo-de-reincidencia-en-casos-de-violencia-de-genero/
https://eticasfoundation.org/es/viogen-un-algoritmo-para-predecir-el-riesgo-de-reincidencia-en-casos-de-violencia-de-genero/

INTELIGENCIA ARTIFICIAL Y ADMINISTRACION DE JUSTICIA

que contribuyan a una adecuada tutela de la victima sin que se produzca
vulneracion alguna en las garantias constitucionales y procesales.’

Por dltimo, en cuanto a su recepcién jurisprudencial, los pronun-
ciamientos por parte de las autoridades judiciales son, si cabe, real-
mente escasos y poco relevantes. Sin embargo, cabria destacar la STS,
Sala Quinta, 73/2020, de 28 de octubre, en la que se confirmd la conde-
na a un Guardia Civil que se negé a darse de alta en el sistema VioGen,
infringiendo la instruccion de la Secretaria de Estado de Seguridad
que obligan a la utilizacién de los formularios de esta herramienta en
la primera evaluacién del riesgo de violencia (VPR). Del mismo modo,
existe otro pronunciamiento de la Audiencia Nacional, concretamen-
te la Sala de lo Contencioso-Administrativo, en la Sentencia de 30 de
septiembre de 2020 en el que se condena a la Administracién patri-
monialmente tras el asesinato de una mujer por su pareja y no haber
comprobado los agentes importantes extremos que hubieran permi-
tido inferir el riesgo existente de reincidencia por parte del agresor
hacia la victima. Como se puede observar, no se ha entrado a valorar
cuestiones referentes al “fondo” de los sistemas de prediccién policial
sino que las dos sentencias expuestas dejan patente un problema de
base en la utilizacién de estos sistemas: la falta de formacién (e inclu-
so, en algin caso, desinterés), por parte de los miembros de las FCSE
encargados de su uso. Por tanto, mas alla de las mejoras técnicas en la
aplicacién de la IA, debiera perseverarse en la formacién de sus usua-
rios, e incluso, por qué no, en una mayor familiarizacién con la misma
por parte de los operadores juridicos.

Veripal

Elsistema Veripol, puesto en marcha en 2018, estd enfocado a pre-
venir las denuncias falsas, que encuentran su encaje, como es sabido,
en el articulo 457 CP. Ademas de ser la primera herramienta de este
tipo en el mundo, cuenta con una precisién de mas del 90% y estima
la probabilidad de que una denuncia por robo con violencia e intimi-
dacidn o tirdn sea falsa, disuadiendo, entre otras actuaciones —nunca
mejor dicho— a denunciantes “espurios”, por ejemplo, aquellos que se

9. Llorente Sinchez, “Big Data, inteligencia artificial y violencia de género”, en Diario
La Ley, 2021.
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inventan el robo de un mévil al éinico efecto de cobrar el seguro previa-
mente contratado.

Para ello, la herramienta se alimenta de una gran cantidad de da-
tos (big data) y determina, con base en el contenido de la informacién
suministrada, el porcentaje de posibilidades de falsedad de la denun-
cia, utilizando técnicas de procesamiento de lenguaje natural (PLN).

Para su puesta en marcha, la aplicacién superé distintas pruebas
de funcionamiento, nutriéndose de un banco de mas de 1000 denun-
cias por robo con violencia e intimidacién y robo con hurto que fueron
presentadas en Espafia durante el afio 2015. De las referidas denun-
cias, aproximadamente un 50% eran verdaderas y otro tanto falsas. El
modelo, en el que diversos funcionarios trabajaron durante mas de
dos afios, permite apreciar las diferencias que pueden existir entre
la narracién de denuncias que han resultado verdaderas y falsas, con
base en la informacién suministrada por el denunciante, la morfosin-
taxis y una amplia cantidad de detalles.

No obstante lo positivo de la herramienta, algunas voces autori-
zadas dejan al descubierto importantes deficiencias. Asi, pues, en pa-
labras de Jaume Palasi

Ellenguaje corporal también importa en la denuncia y aqui no aparece.
Este sistema crea tipos ideales. No describe la realidad, sino que, de for-
ma artificial, establece una descripcién mecanizada de la realidad. La
realidad es mds dindmica que solo unas palabras.

Del mismo modo, que algunos califiquen el porcentaje de 91% de
acierto como un éxito, es visto por otros, como Baeza Yates pues, en
sus propias palabras “Que se equivoque un 9% implica que el sistema
acusa erréneamente a nueve de cada 100 personas. Y esto es un con-
flicto ético muy grave”. Asimismo, los expertos en ética echan en falta
una normativa especifica, tal y como acontece en otros paises (Japén,
Finlandia, etc.) que ya han afrontado esta realidad.”

Pero, es mds, desde una perspectiva netamente procesal parece
conculcar la posicién de la victima, de quien un agente, aupado por
la aplicacién, pone en duda su declaracién. Implica, por consiguiente,

10. Ambas opiniones pueden leerse en: https://elpais.com/tecnologia/2021-03-08/veri-
pol-el-poligrafo-inteligente-de-la-policia-puesto-en-cuestion-por-expertos-en-etica-
de-los-algoritmos.html [fecha de consulta: 21/03/2024]
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un intercambio de roles en el que la victima de un delito pasa auto-
maticamente a la posicidén de presunto autor de otro, en este caso, del
referido articulo 457 CP. Y, a pesar de que la decisién final recae en el
agente, huelga decir que en la mayoria de los casos no se apartard de la
decision del programa.

Sistemas iniciados y/o abandonados por las FCSE

En cuanto a los sistemas cuyo uso no se ha generalizado en las
FCSE caben destacar principalmente los SIG o sistemas de infor-
macién geografica, los cuales suelen emplearse para prevenir la de-
lincuencia en lugares de alto riesgo mediante una suerte de “mapas
digitales del delito” y creacién de hot spots o puntos calientes en donde
se concentra una mayor actividad delictiva.

EuroCop PredCrime

En el dmbito de la seguridad ciudadana, desde el afio 2011, distintas
Administraciones Publicas principalmente entidades Locales —policias
locales—, estuvieron planteando la posibilidad de dotarse —se desconoce
si llegaron finalmente a implantarla o si, una vez implementada, tuvie-
ron que abandonarla por su incidencia en los derechos fundamentales o
por la falta de una regulacién suficiente— del software EuroCop PredCri-
me. El software, tal y como se define en la web, consiste en

... el desarrollo experimental de un Sistema Integrado de tratamiento
de datos masivos vinculados a delitos y faltas ya cometidos, basado en el
uso de modelos matematicos y algoritmos, que permite la prevencién y
resolucién de un crimen atn no producido.”

Se trata de un sistema que integra y trata datos masivos vincula-
dos a delitos, que basa su funcionamiento en un modelo espaciotem-
poral e informacién geografica de mapas de calor mediante modelos y
algoritmos matematicos para la prevencion, a través de la prediccion,
de los delitos que, en el futuro, pudieran cometerse.

11. Disponible en: https://www.eurocop.com/catedra-eurocop/proyectos-en-marcha/
eurocop-pred-crime-sistemas-para-la-prediccion-y-prevencion-del-delito/ [fecha de
consulta: 21/03/2024]
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Por otro lado, software como el proporcionado por Eurocop
PredCrime, empresa privada, fue contratado por ayuntamientos para
la proteccién de sus municipios, si bien, falta publicidad para conocer
el alcance de los contratos, asi como su objeto concreto y valorar si la
aplicacién de técnicas de vigilancia computarizada (tal y como parece
que emplean) resulta contraria tanto al criterio de la UE como a la pro-
pia Agencia Espafiola de Proteccién de Datos. De hecho, algunos de
los sistemas de EuroCop PredCrime fueron “abandonados temporal-
mente” (intuimos que por falta de garantias o base legal para su uso)
por los Ayuntamientos que lo habian suscrito, tales como el de Rivas
Vaciamadrid (Madrid).»

El principal problema que avanza la utilizacién de estos softwares
radica en la participacién privada no ya de la seguridad publica -lo
cual acontece habitualmente en no pocos recintos- sino en el trasva-
se y manejo de datos e informacién sensible acopiada habitualmente
en bases de datos policiales. En efecto, estas herramientas que surgen
de un partenariado publico-privado pueden acarrear profundos pro-
blemas de legalidad, de ahi que, a fecha de la redaccién del presente
trabajo, no se pueda hablar de un uso generalizado por las FCSE sino
mas bien al contrario, pues dadas las referidas dudas no se tiene cons-
tancia de que sean utilizados actualmente.?

12. Disponible en: https://www.rivasciudad.es/noticias/organizacion-municipal/2015
/12/10/un-sistema-pionero-en-prevencion-de-delitos/862600041423/ [fecha de con-
sulta: 21/03/2024]

13. Muy criticos se muestran al respecto Ekaitz Cancela y Aitor Jiménez, periodistas
de EI Salto que, tras una profunda investigacidn, alertan de los riesgos que plantea
esta herramienta. Asi pues, se plantean los siguientes interrogantes, que reproduci-
mos literalmente: ";A qué datos comprometidos y privados puede tener acceso una
compaiiia que presta y gestiona la infraestructura digital critica de las agencias de
policia? sNo tienen los ciudadanos derecho a conocer el interior de estas cajas negras?
;Queremos que una corporacién privada esté en posicion de ofrecer 'una solucién que
cubre la gestién integral de la policia, tanto en el aspecto operacional (automatizando
todas sus tareas operativas, administrativas, judiciales, etc., desde cualquier lugar y
momento), como en el aspecto tactico y estratégico a fin de lograr la méxima eficacia
en la labor policial”?...”. El resultado de la informacidn, muy critica con estos sistemas
de policia predictiva adoptados por las policias locales. Disponible en: https://www.
elsaltodiario.com/tecnologia/estado-policial-espanol-2.0-empresas-privadas-
eurocop-vigilar-ciudadanos [fecha de consulta: 21/03/2024]
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https://www.elsaltodiario.com/tecnologia/estado-policial-espanol-2.0-empresas-privadas-eurocop-vigilar-ciudadanos
https://www.elsaltodiario.com/tecnologia/estado-policial-espanol-2.0-empresas-privadas-eurocop-vigilar-ciudadanos

INTELIGENCIA ARTIFICIAL Y ADMINISTRACION DE JUSTICIA

Predictive Police Patrolling (P3-DSS)

También se desarrollé en el afio 2017 un estudio piloto realizado
por el Cuerpo Nacional de Policia (CNP) en el distrito centro de Ma-
drid, titulado Predictive Police Patrolling (P3-DSS) que, mediante algo-
ritmos matematicos, permite predecir delitos, conocer su tipologia asi
como mejorar la eficiencia de los turnos de patrullas policiales. El pro-
yecto fue ideado por el policia y matematico Miguel Camacho, y parte
del mismo puede verse en su propia tesis doctoral titulada Statistical
Analysis of Spatio-Temporal Crime Patterns: Optimization of Patrolling
Strategies, defendida en 2016.*

Esta aplicacion referida a la prevencién del delito y la mejora de la
eficiencia en el patrullaje, mediante el desarrollo del Sistema de Infor-
macién Geografica (SIG) permite a la policia gestionar en un tiempo
razonable datos espaciotemporales que ayudan a identificar concen-
traciones de hechos delictivos permitiendo, por tanto, implementar
un “patrullaje predictivo” que dota de una mayor eficiencia la distri-
bucién de patrullas en funcién del riesgo criminal.”s Para el uso de la
herramienta piloto utilizada en el Distrito Centro de la ciudad de Ma-
drid, se recopilaron los registros criminales referentes al delito de robo
(105.755 incidentes) entre los aflos 2008 y 2012. A su vez, se valieron de
los Sistemas de Informacién Geografica (SIG) del CNP que integran
los sucesos delictivos sobre un mapa geografico de la ciudad, ademas
de lalocalizacién de las patrullas de policia.®

Sin embargo, estas técnicas de prediccién policial han sido cues-
tionadas porque pueden colisionar con el derecho a la igualdad y a la
no discriminacién. Efectivamente, quizas una de las primeras cuestio-
nes a debatir sobre la inteligencia artificial para la prediccién policial
radique en el derecho a la igualdad o no discriminacién traducida en

14. Disponible en: https://hera.ugr.es/tesisugr/26134081.pdf [fecha de consulta:
21/03/2024]

15. Alvarez, José Luis, op. cit., p. 30.

16. Jiménez Hernidndez, M., “El Big Data como herramienta de prevencién de la
delincuencia“, Universidad de Alicante, p. 28. Disponible en: https://rua.ua.es/
dspace/bitstream/10045/115934/1/EL_BIG_DATA_COMO_HERRAMIENTA_DE_PRE-
VENCION_DE_Jimenez_Hernandez_Miguel_Angel.pdf [fecha de consulta: 21/03/2024]
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el riesgo de que esta contenga determinados sesgos en los algoritmos
que la conforman.

De hecho, la Carta de Derechos Digitales, mds alld de que no tenga
fuerza normativa, dispone en su derecho XXV “Derechos ante la inte-
ligencia artificial”, concretamente en su apartado 2.a) que “Se debera
garantizar el derecho a la no discriminacién cualquiera que fuera su
origen, causa o naturaleza, en relacion con las decisiones, uso de datos
y procesos basados en inteligencia artificial”.”

Y esta preocupacién también ocupa a la doctrina. Asi, pues, Nieva
Fenoll alerta sobre el uso de big data en la investigacién policial porque
los datos que aleatoriamente se almacenan de personas, barrios, etc.,
pese a dicha aleatoriedad, se habran seleccionado en funcién de los
propios perjuicios del configurador del algoritmo, lo que implica que
los resultados no sean neutrales.”® También, de un modo concluyente,
Miré Llinares resume el problema planteado:

... las herramientas predictivas de las que hablamos no vienen mas que
a hacer lo que ya se hacia y se hace a dia de hoy de manera tradicional y
manual y probablemente con los mismos sesgos o mas, afiadiendo, en
algunos casos, una metodologia mds sistematica o cientifica pues, —pro-
sigue el autor- [...] lo que sabemos hasta el momento nos dice que los
algoritmos, que reflejan con precisién nuestro mundo, parecen reflejar
también nuestros prejuicios.”

Por su parte, Camacho-Collados, Gonzalez-Alvarez y Santos Her-
moso exponen el debate existente aludiendo, de un lado, a que, si bien
los defensores de este tipo de pricticas policiales argumentan que es-
tas herramientas ayudan a reducir los sesgos de los investigadores, ya
que sustituyen la experiencia personal por un conocimiento basado
en el analisis sistematico de todos los casos conocidos y esclarecidos;
sus detractores entienden que en tanto estas herramientas se basan en
delitos resueltos previamente por unidades policiales, puede haber de-
terminados delitos con una mayor probabilidad de ser investigados y

17. Llorente Sdnchez Arjona, Mercedes, Digitalizacion de la justicia: prevencion, investiga-
cion y enjuiciamiento, Navarra, Thomson Reuters Aranzadi, 2022, p. 179.

18. Nieva Fenoll, Jordi, “Inteligencia artificial y proceso judicial’”, Madrid, Marcial
Pons, 2018, p. 151.

19. Miré Llinares, Fernando, op. cit., p. 126.

148

IA - Kleiman.indd 148 21/3/2025 14:13:26



INTELIGENCIA ARTIFICIAL Y ADMINISTRACION DE JUSTICIA

solucionados, porque son cometidos por individuos que se consideran
peligrosos, o porque tienen lugar en zonas propensas a la delincuen-
cia. Si los datos que se introducen en el modelo presentan algin tipo
de sesgo, se podria provocar la estigmatizacién de individuos o zonas
que presenten las caracteristicas que los algoritmos identifican como
indicadores de riesgo. No obstante el debate existente, en linea con
los autores anteriormente citados, entienden que el desarrollo de estas
practicas es la evolucién l6gica de la practica policial tradicional.?
Ahora bien, sin desdefiar los potenciales beneficios que puede
aportar la policia predictiva, pues la prevencién siempre es preferi-
ble a la reaccidn, la estrategia policial, como acertadamente sugiere
Guzman Fluja, debiera combinarse con acciones politicas, sociales
y econdémicas que pongan a la persona en el centro, absteniéndonos
de su consideracién —como parece acontecer con las herramientas de
predictive policing— como delincuente o potencial delincuente.”

Justicia predictiva

Una apuesta de futuro ¢a corto plazo?

A la hora de realizar una primera aproximacién contextual al fe-
némeno, cabe sefialar que tampoco existe una definicién univoca de
justicia predictiva en tanto no se encuentra contemplada en la legisla-
cién espanola. Por consiguiente, la doctrina y la practica forense se sir-
ven de su acepcion literal, directamente traducida del predictive justice
para referirse a ella.

No obstante lo anterior, algunos autores relevantes como Armenta
Deu califican la justicia predictiva como un “término muy amplio” y
consideran que “se promueve como herramienta para la eficiencia
procesal, combinando una mejora en la calidad de la toma de decisio-
nes y una reduccién de la actividad judicial”.*

Otros autores asocian su significado al de “jurimetria”. En efec-
to, Peralta Gutiérrez indica que “la Jurimetria es la aplicacién de la

20. Alvarez, José Luis, op. cit., pp. 28-29.
21. Llorente Sinchez Arjona, Mercedes, op. cit., p. 301.
22. Armenta Deu, Maria Teresa, Derivas de la justicia, Madrid, Marcial Pons, 2021.
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inteligencia artificial y machine learning a los tradicionales buscado-
res legales y jurisprudenciales obteniendo nuevas funcionalidades
que dan lugar al desarrollo de lo que también se ha denominado ‘Jus-
ticia predictiva™.?

Sin embargo, aunque son términos relacionados, entendemos
que justicia predictiva es un fenémeno mas amplio que la jurimetria
o, si se prefiere, la segunda forma parte de la primera o consiste en
una herramienta o técnica de justicia predictiva, si bien pueden existir
otras.* Entendemos, en resumidas cuentas, que “justicia predictiva”,
versa sobre IA utilizada en la funcién jurisdiccional para la toma de
decisiones judiciales.

En cuanto al “estado del arte” sobre la justicia predictiva en Espa-
fla, no existe una negativa rotunda hacia el uso de sistemas de inteli-
gencia artificial. No estamos, por consiguiente, en el mismo escenario
que paises de nuestro entorno, como Francia, que en el articulo 33 dela
Ley para la Reforma de la Justicia prohibe, estableciendo incluso penas
de carcel, que se publique informacién estadistica sobre las decisiones
y el patrén que siguen los jueces a la hora de dictar sentencia.

Mas al contrario, actualmente se encuentra en fase de Proyecto
una norma que pretende el uso de inteligencia artificial para la mo-
dernizacién de la Administracién de Justicia: el Proyecto de Eficiencia
Digital. Se trata de una “accién nuclear” dentro del programa de Justi-
cia 2030, impulsado por el Gobierno de Espafia.” De hecho, en enero
de 2022 se publicé la licitacién del Acuerdo Marco de Justicia para la
Transformacién Digital con mas de 125 millones de euros.*

23. Peralta Gutierrez, Adolfo, “Didlogos para el futuro judicial XXIII. Jurimetria y jus-
ticia predictiva”, Diario La Ley, N° 9837, 26/04/2021.

24. Como sostiene Suarez Xavier “la jurimetria, la estadistica judicial, procesos de
automacién y otras formas de smartificacién de la justicia pueden integrarse en el
concepto de justicia predictiva, pero no configuran el concepto en si mismo” en su
Tesis Doctoral “Gobernanza, inteligencia artificial y justicia predictiva: los retos de
la administracién de justicia ante la sociedad en red”. Disponible en: https://riuma.
uma.es/xmlui/bitstream/handle/10630/20979/TD_SUAREZ_XAVIER_Paulo_Ramon.
pdf?sequence=1 [Fecha de consulta: 25/03/2024].

25. Bueno De Mata, Federico, La necesidad de regular la inteligencia artificial y su impacto
como tecnologia disruptiva en el proceso: de desafio utdpico a cuestion de urgente necesidad,
Thomson Reuters Aranzadi, 2021, p. 29.

26. En dicho Acuerdo, el lote 2 estd destinado a los proyectos relacionados con la in-
genierfa de datos; laboratorios de innovacidn e inteligencia artificial; implantacién
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Sin embargo, la utilizacién por los jueces de opciones de jurime-
tria o técnicas analiticas de datos, si bien resulta factible, no parece
que, al menos a corto plazo, vaya a producirse. Tampoco parece que va-
yan a implementarse herramientas de justicia predictiva “decisorias”
del 6rgano judicial, para la imposiciéon de medidas cautelares, dictado
de sentencias, etc. pues la utilizacién real de la IA mediante técnicas
auxiliares como las referidas implica una transformacién sustancial
de nuestra justicia que requiere reformas de mayor calado que las
planteadas en el Proyecto de Eficiencia Digital, dejando a un lado ani-
camente la rara avis que supone RisCanvi utilizado tinicamente en el
sistema penitenciario catalin que, seguidamente, expondremos.

Sistemas actualmente utilizados en la justicia penal

RisCanvi

Se trata de una herramienta empleada en fase de ejecucién de la
pena para la prediccién del riesgo de violencia a la hora de conceder
permisos y determinar la situacién del penado. Podriamos clasificarla
dentro del dmbito de la justicia predictiva, porque evaltia unos items
determinados para arrojar el riesgo de una determinada futura actua-
cidén pero no aplica inteligencia artificial en sentido estricto.”” De otro
lado, su ambito de aplicacién es limitado ya que sélo se aplica en las
carceles de Cataluia donde, a diferencia de lo que acontece con otras
Comunidades Auténomas, las competencias en materia de prisiones
fueron transferidas.

El sistema funciona aplicando dos protocolos, en primer lugar,
el RisCanvi screening, que se aplica a la entrada del penado al centro

de soluciones basadas en inteligencia artificial e ingenierfa de datos para identificar,
extractar y explotar informacién dentro del dmbito judicial para el establecimiento
y mejora de modelos predictivos; asi como la definicién de soluciones tecnolégicas
disruptivas que ayuden a la Administracién de Justicia a cumplir con sus objetivos.
Disponible en: https://www.mjusticia.gob.es/es/ministerio/gabinete-comunicacion/
noticias-ministerio/220113-NP-Justicia-publica-la-licitacion-del-Acuerdo-Marco-de-
Justicia [fecha de consulta: 21/03/2024].

27. Férez-Mangas, David; Andrés-Pueyo, Antonio, “Eficacia predictiva en la valora-
cién del riesgo del quebrantamiento de permisos penitenciarios”, La Ley Penal, N° 134,
septiembre 2018, p. 8.
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penitenciario y que consta de diez items distintos y que arroja un ries-
go bajo o alto de violencia y el RisCanvi complet, que ofrece mayores
garantias porque cuenta con 43 variables que arrojan una puntuacién
de riesgo bajo, medio o alto. Las funcionalidades de la herramienta se
han ampliado hasta cuatro: quebrantamiento de condena, la violencia
dentro de la prision, la reincidencia violenta y la violencia autodirigida
(suicidio, intento de suicido, autolesiones...).?® Los resultados de la
evaluacion son confirmados o modificados porla junta de tratamiento
penitenciario (que en muy pocas ocasiones se apartan de ella)® y sue-
len guiar la decisién final del juez a la hora de conceder los permisos
penitenciarios, la libertad condicional, la clasificacién del penado y la
adopcién de medidas de supervision.*

Sin embargo, RisCanvi no utiliza estrictamente IA sino sistemas
de regresion logistica, de ahi que, como indica uno de los responsables
de los Sistemas Penitenciarios de Catalufia, la herramienta tenga mu-
cho margen de mejora y que pronto incorporara técnicas de machine
learning o modalidades mas sofisticadas que las actuales,” limitadas a
la alimentacion del algoritmo a través de las valoraciones de los inter-
nos que anaden los funcionarios y de las propias bases de datos de las
carceles (dias de condena, sentencias, etc.).

En cuanto a la aplicacién de la herramienta, su porcentaje de uso
alcanza casi el 100% pues s6lo en un 3,2% de los casos la evaluacién
final ha sido modificada por el evaluador. Incluso, se critica que aun
cuando el evaluador o equipo técnico del centro penitenciario defien-
dala decision de otorgar un permiso penitenciario, si ello acontece en
contra de RisCanvi porque la herramienta aprecie un riesgo medio o

28. Ibidem, p. 6.

29. Concretamente un 3,2% del total. Véanse las estadisticas publicadas en el Diario La
Vanguardia, Disponible en: https://www.lavanguardia.com/vida/20211206/7888727/algo-
ritmo-sirve-denegar-permisos-presos-pese-fallos.html [fecha de consulta: 22/03/2024].
30. Montesinos Garcia, Ana, Justicia penal predictiva, Valencia, Tirant lo Blanch, 2022,
p- 440.

31. La informacién sobre el funcionamiento de RisCanvi asi como las opiniones de
expertos sobre dicha herramienta, se encuentran disponibles en esta noticia con las
respectivas entrevistas. Disponible en: https://www.todonoticia.cl/2021/07/11/prisio-
nes-riscanvi-luces-y-sombras-del-algoritmo-que-ayuda-al-juez-en-cataluna-a-deci-
dir-si-mereces-la-condicional-transformacion-digital-tecnologia/ [fecha de consulta:
22/03/2024].
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alto de reincidencia, el Fiscal recurra la decisién amparandose tnica-
mente en el resultado del software.*

Los problemas o defectos que se imputan a esta herramienta radican
en la existencia de falsos negativos lo que lleva a parte de la abogacia a
alertar del peligro que supone que la decision sobre la libertad o no de un
penado descanse en un algoritmo que, indefectiblemente, siguen aque-
llos que deben tomar una decisién final.® Bien es cierto que la decisién la
adopta el juez tras haber sido informado o haber leido el informe realiza-
do por el equipo técnico, que es quien utiliza esta herramienta, pero no lo
es menos que los abogados de los presos desconocen tanto el funciona-
miento como los parametros en los que se basa la aplicacién y que en tan-
to sus clientes ya han sido condenados, cuentan con menos posibilidades
de rebatir la pertinencia de obtencién de un determinado permiso frente
a un instrumento cientifico y tedricamente objetivo. Por otro lado, que
pueda existir algin falso negativo y que el penado delinca no debiera ser
motivo para replantear una herramienta a través de las cuales, estadisti-
camente, se conceden mas permisos que antes de su existencia.*

Sistemas de jurimetria y analitica de datos judiciales

En diciembre de 2021, el CGPJ puso a disposicion de los Jueces y
Magistrados —también miembros de la Oficina Judicial, como LAJs-la
aplicacién KENDOJ (Knowledge Extractor for CENDOJ) que aplica téc-
nicas de IA y machine learning para llevar a cabo dos actuaciones: de un
lado, la pseudonimizacién automatica de un documento para el cum-
plimiento de los estindares del RGPDy, de otro, facilitar el acceso a la
informacién mas relevante de cada documento con anterioridad a su

32. Si bien no podemos comprobar este extremo, asi lo defiende el Magistrado y Ca-
tedritico de Penal Daniel Varona. Disponible en: https://www.lavanguardia.com/
vida/20211206/7888727/algoritmo-sirve-denegar-permisos-presos-pese-fallos.html
[fecha de consulta: 22/03/2024].

33. En palabras de Marisa Diaz, abogada de derecho penitenciario: “La ley es clara so-
bre las condiciones para pedir permisos o acceder al tercer grado, y no dice nada del
Riscanvi. Utilizarlo para denegar es una vulneracién grave de derechos”. Disponible
en: https://www.lavanguardia.com/vida/20211206/7888727/algoritmo-sirve-denegar-
permisos-presos-pese-fallos.html [fecha de consulta: 22/03/2024].

34. Martinez Garay, Lucia, “Errores conceptuales en la estimacién del riesgo de reinci-
dencia”, en Revista Espariola de Investigacion Criminoldgica (REIC), N° 14, 2016.
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lectura asi como una bisqueda més acertada de legislacion y jurispru-
dencia para el desarrollo de sus funciones.”

Pero maés alld de este instrumento con tan limitado alcance, lo cierto
es que otros operadores juridicos como son los abogados, ya disponen de
herramientas o sistemas de LegalTech basados en justicia predictiva para
el ejercicio de su funcidn. Se trata de software especializado creado por
potentes empresas del sector juridico que, a grandes rasgos, permiten
al usuario predecir las posibilidades de éxito de sus actuaciones ante un
determinado Tribunal, basado todo ello en big data judicial obtenidos del
CENDOYJ, tras suscribir acuerdos de explotacién comercial con el CGPJ.

Sin animo de ahondar en todas las aplicaciones jurimétricas o de
analitica de datos juridicos, al efecto de exponer su funcionamiento,
sirva como ejemplo Jurimetria, del grupo Wolters Kluwer, seguramente
una de las aplicaciones pioneras (afio 2017) en la aplicacién de la justi-
cia predictiva al Derecho. Se trata de una herramienta que sistematiza
y extrae de forma exhaustiva la inteligencia que reside en un conjunto
de mas de 10 millones de resoluciones judiciales y en toda la estadistica
judicial procedentes de todas las instancias y érdenes jurisdiccionales
de Espafia, a las que se incorporan medio millén de nuevas resoluciones
cada afio. Jurimetria consta de seis mdédulos interconectados, cada uno
con una finalidad y alcance diferente y complementario: 1) Jurimetria
del caso: evaltia los parametros criticos para el éxito del caso, conociendo
la trayectoria del Juez y de los abogados contrarios, con acceso a la juris-
prudencia mas relevante; 2) Jurimetria del Juez o Magistrado: permite
analizar la trayectoria, lineas argumentales y posicionamientos del juez
en cuestion; 3) Jurimetria del abogado: andlisis global de la contraparte
en el proceso, desde todas las perspectivas; 4) Jurimetria de la empresa:
permite realizar un analisis de los litigios en los que ha sido parte algu-
na de las grandes empresas; 5) Jurimetria del Tribunal: permite conocer
la actividad de los juzgados y tribunales de Espafia, en aspectos como
la duracién media de los procesos, la congestion o la probabilidad de
recurso; y 6) Jurimetria del Organismo Publico: permite examinar los

35. Disponible en: https://confilegal.com/20211218-la-carrera-judicial-contara-desde-
el-lunes-con-una-aplicacion-basada-en-la-inteligencia-artificial-y-machine-lear-
ning/ [fecha de consulta: 22/03/2024].
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procesos judiciales en los que ha sido parte un organismo o entidad pu-
blica, a partir de cualquier éptica.*®

Como hemos avanzado, la utilizacién de estos sistemas de analitica
de datos judiciales —que emplean principalmente los abogados— no esta
prohibida, como en Francia, sino que, sencillamente, se entiende per-
mitida al no estar regulada. Las grandes editoriales adquieren a través
de acuerdos comerciales con el CGPJ todos los datos (sentencias, autos,
etc.) de los que nutren a estos productos. Y si bien se utiliza habitual-
mente desde el ano 2017, ha sido este afio 2022 el momento en el que el
CGPJ se ha quejado o, mejor dicho, ha tomado conciencia, de las impli-
caciones que pueden tener estos sistemas indicando, literalmente, que

... se echa en falta la determinacién de los criterios de utilizacién de la
jurimetria y de la inteligencia artificial por parte de empresas y parti-
culares a partir de bases de datos, incluso aquella configuradas por este
6rgano constitucional; el cual habrd de tener la necesaria participacién
en la determinacién de tales criterios de uso.”

Resulta, a nuestro juicio, paradigmadtico que a estas alturas —esto
es, cuando los productos llevan afios empledndose- el CGPJ, que a la
postre tiene acuerdos comerciales de explotacion con estas editoriales,
muestre su preocupacion al respecto.

Pero tal preocupacién no es, ni mucho menos, baladi pues tam-
bién ha sido compartida por la doctrina procesal, si bien refleja dis-
tintas posiciones. Armenta Deu alerta de los riesgos que plantea la
justicia predictiva, riesgos que califica de “sistémicos” pues implica-
ra que el justiciable deje de acudir —o acuda menos, segin sus pala-
bras— a los tribunales habida cuenta los pronunciamientos ya seran
conocidos y la justicia predictiva conseguird que éstos sean cada vez

36. Informacién extraida de su propia pagina web. Disponible en: https://jurimetria.
laleynext.es/content/Inicio.aspx# [fecha de consulta: 22/03/2024].

También existen otras aplicaciones interesantes como son Tirant Analytics. Disponible
en:  https://analytics.tirant.com/analytics/estaticas/guiausuario/guia_analytics_web.
pdf, vLex Analytics. Disponible en: https://vlex.es/p/spain-court-analytics/ y Neo de Lefe-
vbre. Disponible en: https://lefebvre.es/noticia/nace-neo-la-primera-plataforma-la-ges-
tion-del-conocimiento-juridico-del-mercado-europeo/ [fecha de consulta: 22/03/2024].
37. El resumen del Informe del CGPJ al Anteproyecto de Ley de Eficiencia Digital.
Disponible en: https://www.poderjudicial.es/cgpj/es/Poder-Judicial/En-Portada/El-
Pleno-del-CGPJ-aprueba-por-unanimidad-el-informe-al-anteproyecto-de-ley-de-Efi-
ciencia-Digital-del-Servicio-Publico-de-Justicia [fecha de consulta: 22/03/2024].
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mas homogéneos.*® Por otro lado, Nieva Fenoll sefiala tras describir
algunas herramientas de justicia predictiva utilizadas en otros pai-
ses que, en la argumentacién juridica

... lainteligencia artificial hard que la labor de persuasién sea menos ar-
dua, al poderse recopilar con mucha mayor facilidad la informacién dis-
ponible y los argumentos a favor y en contra de las diferentes opcionesy,
como ya se dijo, no estard condicionada por las emociones o sentimien-
tos, sino que integrara solamente datos objetivos.”

También Martin Diz considera prioritario el asentamiento de la
IA y su aplicacién al derecho procesal pero priorizando las garantias
frente ala eficiencia “mas atin cuando por su innegable grado de avan-
ce tecnoldgico, y por lo que pudiera servir en futuras décadas como
elemento de asistencia a abogados y de predictibilidad”.*> Barona Vilar
reflexiona acerca de la jurimetria y considera que “hay que valorarla
como lo que es, a saber, un sistema computacional asistencial. No es
un modelo sustitutivo de la mente humana™ y, en sentido parecido,
Borges Blazquez entiende que es factible su uso por la autoridad judi-
cial, tal y como la utilizan los abogados, si bien expone los recelos que
pudiera generar en el Poder Judicial, dadas las cautelas que ha tenido
en asuntos relacionados el Consejo General del Poder Judicial.**

En nuestra opinién, produce cierta desconfianza que grandes
empresas del sector juridico marquen el paso a la Administracién de
Justicia. No cabe duda que servirse de estas herramientas Legal Tech
para la elaboracién de la estrategia procesal colocard a la parte que
las posea en una posicidn aventajada frente a la que carezca de ellas.®

38. Armenta Deu, Maria Teresa, op. cit., p. 246.

39. Nieva Fenoll, Jordi, op. cit., p. 30.

40. Martin Diz, Fernando, “Justicia predictiva: inteligencia artificial y algoritmos
aplicados al proceso judicial en materia probatoria”, en El impacto de las tecnologias
disruptivas en Derecho procesal, Navarra, Thomson Reuters Aranzadi, p. 138.

41. Barona Vilar, Silvia, Algoritmizacion del Derecho y de la Justicia. De la Inteligencia Artifi-
cial a la Smart Justice, Valencia, Tirant lo Blanch, 2021, p. 371.

42. Borges Blazquez, Raquel, Inteligencia artificialy proceso penal, Navarra, Thomson Re-
uters Aranzadi, 2021, p. 164.

43. En un mismo sentido se pronuncia Reifarth Mufioz quien explica que “es posible
que la inteligencia artificial produzca desequilibrios en la construccién de una linea
de defensa eficaz. La preparacién de un asunto con sistemas legaltech es mucho mas
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Y en contra de lo que pudiera pensarse, no sélo se aplica en el orden
jurisdiccional civil, sino también en el penal, donde podra ocurrir que
el investigado que carezca de recursos y se acoja a la justicia gratuita
se enfrente no solo al Ministerio Fiscal —que quizd a titulo particular
pueda emplear esta herramienta— sino también al acusador particular
provisto de estas tecnologias. Y en un contexto en el que la jurispru-
dencia cada vez tiene mayor relevancia en el sistema judicial, corremos
el riesgo de avanzar hacia un control, clasificacién y comercializacién
del big data judicial por parte de las grandes tecnoldgicas, conculcando
el principio de igualdad de armas y relegando a quienes carecen de
recursos a un acceso basico -y no premium-—a la jurisprudencia.*

El encaje de la IA en nuestra justicia penal

Una vez expuestos algunas herramientas de policia y justicia pre-
dictiva que timidamente emplean inteligencia artificial, cabe plantear-
se si una IA mas intensay con un uso mas generalizado en las distintas
fases del proceso tiene o puede tener encaje en nuestra justicia penal.
Para ello, deviene imprescindible, entre otras premisas bdsicas, partir
de las siguientes.

a. Respeto al articulo 117.3 CE y al principio de exclusividad juris-
diccional: el debate no se encuentra tanto en limitar el acceso al
juez humano en algunos casos sino en que detras de la justicia,
esto es, de la toma de decisiones, debe haber un juez humano.
Y ello no es por capricho, sino porque en el articulo 117.3 de la

sencilla, ya que permite procesar datos, comparativas y probabilidades de éxito o fra-
caso de un determinado asunto con extraordinaria rapidez. En términos generales,
la utilizacién de estos instrumentos es beneficiosa pero puede generar disfunciones
cuando solo una de las partes tiene acceso a ellos”, en su texto “El uso de la inteligencia
artificial en el proceso judicial y los derechos fundamentales”.

44. Salvando las distancias, el problema referido nos recuerda a lo acontecido en los
Estados Unidos donde un joven activista, Aaron Schwartz, trat6 de “liberar” la juris-
prudencia de los tribunales federales de EEUU, a la que se accedia previo pago, des-
cargando la jurisprudencia de PACER para alojarla en la base abierta (open access) de
RECAP. Desgraciadamente, este joven acab6 suicidindose pues, entre otros proble-
mas, se enfrentaba a décadas de prisién por las descargas realizadas. Disponible en:
https://arstechnica.com/tech-policy/2013/01/internet-pioneer-and-information-acti-
vist-takes-his-own-life/ [fecha de consulta: 22/03/2024].
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Constitucion espaifiola se reconoce el principio de exclusividad
jurisdiccional por el que “El ejercicio de la potestad jurisdiccio-
nal en todo tipo de procesos, juzgando y haciendo ejecutar lojuz-
gado, corresponde exclusivamente a los Juzgados y Tribunales
determinados por las leyes, segin las normas de competencia
y procedimiento que las mismas establezcan”. Del articulo 117.3
CE, indica Borges Blazquez que podemos extraer dos conclusio-
nes: “... la primera, nuestra constitucién excluye a otros sujetos
o sistemas de la capacidad de juzgar. La segunda, el articulo dice
quién debe ejercer la funcién: jueces y tribunales. Pero no es-
pecifica como ni mediante qué herramientas. Por tanto, el uso
de sistemas de IA de manera complementaria, actuando como
apoyo a la decisiéon que debe tomar el juzgador y nunca sustitu-
yendo su razonamiento tendrian encaje en nuestro sistema”.*

En esa misma linea se pronuncia Montesinos Garcia quien
concluye que “Damos la bienvenida a todo lo que coadyuve a
objetivar determinadas decisiones que deben adoptar los jue-
ces. Pero tenemos que partir de la premisa que estamos ante
sistemas asistenciales, esto es, ante herramientas de colabo-
racion. La decisidon del juez no puede descansar en exclusiva
sobre un algoritmo. El resultado que proporcione el sistema
predictivo, en el caso de ser considerado por parte del juez,
solo podra hacerlo como un elemento mas, que debera en todo
caso ser corroborado por otros elementos del juicio. De modo
que concluimos este trabajo afirmando con rotundidad que la
funcién predictiva, en caso de integrarse en la justicia penal
debe ser inicamente de apoyo o asesoramiento en la toma de
decisiones judiciales, pero nunca podra alcanzar fuerza de-
cisoria ni ser vinculante para los jueces”.* Por consiguiente,
la inteligencia artificial aplicada a la justicia penal debe ser
asistencial, nunca sustitutoria de la funcién jurisdiccional.#

45. Borges Blazquez, Raquel, Inteligencia artificial y proceso penal, op. cit. p. 197.
46. Montesinos Garcia, Ana, Justicia poliédrica en tiempos de mudanza: Justicia penal predic-
tiva, Valencia, Editorial Tirant lo Blanch, 2022, p. 449.

47. Marchena Gémez, Manuel, “Inteligencia artificial y jurisdiccién penal”. Discurso
deingreso enla RAD, 2022, pp. 38-39. Sobre ello se pronuncid con contundencia el Ma-
gistrado quien subraya que “No puedo identificarme, sin embargo, con esta linea de
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b. LaIA debe ser publica y accesible: en efecto, uno de los prin-
cipales riesgos a los que como sociedad nos enfrentamos es
a que la IA que se utilice en la justicia penal sea configurada,
controladay ejecutada por unos pocos, a mayor abundamien-
to, del sector privado, y que pudieran obedecer a los intereses
de determinados lobbies. Por ello, debiera, de un lado, regu-
larse la IA y, de otro, que sea publica y cualquier ciudadano
pueda acceder a ella.*® Resulta, ademas, fundamental para el
ejercicio del derecho de defensa conocer el algoritmo al efec-
to de poder impugnar el resultado de la diligencia y/o prueba
practicada u obtenida mediante inteligencia artificial.

c. Evaluacién y revision por personas o entidades independien-
tes: la inteligencia artificial se encuentra en constante evolu-
cién, por ello deviene imprescindible que su aplicacién a la
justicia penal sea periddicamente evaluada. Asi pues, las he-
rramientas que empleen esta tecnologia deberan ser revisadas,
principalmente por un grupo de expertos independientes, a ser
posible nombrada por una entidad pablica, sin perjuicio de que
también puedan constituirse grupos o entidades privadas —me-
jor si éstas son sin dnimo de lucro- a las que se permita una
auditoria de la IA para informar sobre las deficiencias y mejo-
ras necesarias de cara a un funcionamiento tanto eficaz como
respetuoso con los derechos y garantias del proceso penal.

d. Hacia un relevante papel del Ministerio Fiscal como garante
del buen funcionamiento de la IA en el proceso: conviene re-
cordar que el Ministerio Fiscal es, de acuerdo con sus princi-
pios de actuacién, una parte imparcial en el proceso que debe
estar tanto por la condena del culpable como por la absolucién
del inocente. Es mas, la Constitucién espafiola, en el articu-
lo 124, le confiere un papel protagonista en la defensa de los

razonamientoy he de expresar mi rotundo rechazo a estos algoritmos predictivos si se
interpretan como algo mas que un instrumento puramente auxiliar, nunca vinculante
—ni siquiera condicionante-al servicio del juez, en quien ha de residenciarse, siempre
y en todo caso, la capacidad para afectar la libertad personal de cualquier ciudadano.
Sustituir la decisién jurisdiccional por una resolucién mecanizada que rinde culto a
una supuesta precisién matemadtica, quebrantaria de modo irreparable las garantias
del investigado, de forma especial su derecho de defensa.”

48. Armenta Deu, Maria Teresa, op. cit., p. 319.
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derechos de los ciudadanos. De ahi que deba erigirse en el re-
visor o guardian del correcto uso de la Inteligencia Artificial
en el proceso judicial, vigilando su correcto funcionamiento
y denunciando las infracciones y vulneraciones de derechos
que pueda provocar un uso negligente de esta tecnologia.

e. Formaciéneinformacion paralosjuecesyoperadoresjuridicos:
la aplicacion generalizada de la inteligencia artificial en el pro-
ceso sin ni siquiera conocer el fundamento y funcionamiento
de esta tecnologia puede implicar consecuencias indeseables.
Con ello, no se pretende, ni mucho menos, la adquisicién de un
nivel experto, desde una perspectiva informatico-cientifica, del
conocimiento y manejo de esta tecnologia. Un jurista no es un
informatico —ojald los planes de derecho avancen en ese senti-
do-pero si debe, al menos, entender cémo opera la inteligencia
artificial. Ya existen actualmente programas muy interesantes
sobre Legal Tech en los que se puede adquirir una informacién
basica e incluso algo avanzada sobre la aplicacién de IA alajus-
ticia penal y, si bien muchos de los destinatarios son abogados
ejercientes, también la Escuela Judicial cuenta con un Master
Universitario Oficial para el Ejercicio de la Funcién Jurisdiccio-
nal, impartido por la UNED, en la que los jueces que ingresan
en la carrera judicial reciben formacién en Inteligencia Artifi-
cial, Blockchain asi como otras tecnologias disruptivas.

f.  Mayor pedagogia e informacion haciala sociedad: si, tal y como
demuestran los indices de referencia, todavia es una asignatu-
ra pendiente acercar la Administracion de Justicia a la ciuda-
dania, con mayor razén se les deberd explicar con claridad el
papel que tendrd la Inteligencia Artificial en la justicia penal.*
No se trata, para nada, de una cuestién baladi, pues partimos
de una tecnologia cuyo desconocimiento generalizado provo-

49. Nieva Fenoll, Jordi, op. cit., p. 150.

50. El plan de estudios, ademds, incluye seminarios concretos sobre las referidas
materias. Disponible en: http://portal.uned.es/portal/page?_pageid=93,70656198&_
dad=portal&_schema=PORTAL&idTitulacion=262301 [fecha de consulta: 22/03/2024].
51. El indice de la Unién Europea EU Justice del afio 2021. Disponible en: https://
ec.europa.eu/info/sites/default/files/eu_justice_scoreboard_2021.pdf [fecha de con-
sulta: 22/03/2024].
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ca una légica desconfianza en una ciudadania que, a la postre,
es la destinataria de las decisiones que, mediante su uso, van
a adoptarse en la justicia penal. Ya existen interesantes estu-
dios, destacando el de Morales Moreno, que muestran como la
aceptacion de esta tecnologia y su aplicacion a la justicia penal
es baja: hoy en dia la ciudadania desconfia de las decisiones ju-
diciales que reposan en predicciones algoritmicas.®* Por consi-
guiente, mds alld estar incursos en una transformacién digital
generalizada de la sociedad, deberemos, en particular, ser muy
escrupulosos, claros y pedagégicos a la hora de explicar tanto
los beneficios como, en definitiva, el funcionamiento, de la
aplicacion de esta tecnologia en la administracion de justicia.

Posibles usos futuros

Comenzando por el final, la aplicacién de la IA en la justicia penal
debe servir al fin de ayudar o asistir al juez en la toma decisiones. Si bien
dicha tecnologia cuenta con el potencial para, en muchos casos, resultar
mas fiable que la inteligencia humana, el empleo de algoritmos para la
imposicién de penas privativas de libertad, al estilo del manido ejemplo
de “COMPAS” en los EE. UU.,® no seria constitucional porque, salvo la
conformidad, a nadie se le puede condenar a una pena privativa de li-
bertad sin haber sido sometido a un juicio oral con todas las garantias
ante la inmediacién de un tribunal imparcial e independiente.*

Del mismo modo, también debemos ser precavidos en la aplica-
cién dela IA para lalimitacion delalibertad en sede cautelar, principal-
mente a la hora de imponer la prisién provisional. Como sugiere Neira
Pena, el juicio de imputacidn reforzado que debe acontecer ante la im-
posicion de esta medida, no ha de verse contaminado por los sesgos
que pudiera adolecer la herramienta, sino que no debe olvidarse que
el proceso decisional habra de desarrollarse de modo individualizado

52. Morales Moreno, Africa Marfa, “Algoritmos en el estrado, srealmente los aceptamos?
Percepciones del uso de la inteligencia artificial en la toma de decisiones juridico-
penales”, en Revista Ius et Scientia, 2001.

53. Borges Blazquez, Raquel, op. cit., p. 63.
54. Gimeno Sendra, Vicente, La simplificacion de la justicia penal y civil, BOE, 2020, p. 28.
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y en atencién a las concretas circunstancias del caso, lo que implica
que en ltimo término, con mayor o menor influencia de la maquina,
la decisién recaiga en el juez.> Pero, sin negar la referida conclusién,
si que es cierto, por otro lado, que intentar objetivar y “algoritmizar”
determinados pardmetros para la valoracién del riesgo de fuga, en un
momento como el actual en el que desgraciadamente se abusa de tan
restrictiva medida cautelar —la mas grave- puede operar a favor del
imputado. Como se ha demostrado con el ya analizado RisCanvi, que
desde su implementacién se conceden mas permisos que antes, esta-
blecer un sistema de puntuacién o scoring —p. €j. 3 puntos por arraigo, 5
sijustifica que tiene trabajo— puede resultar de gran ayuda para el juez*
que, sin perjuicio de la debida atencién individualizada y a las concre-
tas circunstancias del caso, podra tomar una decisién que descanse en
una base algo mas objetiva que lo que sucede en la actualidad.
Asimismo, y dejando a un lado aquello relativo a la limitacién de
la libertad, todas las propuestas de resolucién que impliquen una obje-
tivacién o puedan realizarse objetivando parametros si podran aplicar
Inteligencia Artificial. Ello ya fue advertido por Gimeno Sendra quien en-
tendid, con buen tino, que la IA podria ayudar o asistir al 6rgano judicial
formulado propuestas de resolucién sobre distintos temas.”’ Si bien algu-

55. Neira Pena, Ana Maria, “Inteligencia artificial y tutela cautelar. Especial referencia
a la prisién provisional”, en Revista Brasileira de Direito Processual Penal, Vol. 7, N° 3, La
Corufia, 2021, p. 1927.

56. Muy grafico al respecto se muestra Velasco Nufiez, la aplicacién de la IA parala va-
loracién del riesgo de fuga “... es la madre del cordero de la prisién provisional. Saber
si la persona se va a escapar en el periodo que falta para el juicio o no. Es el sistema
‘Scoring’. Con las siguientes variables: 3 puntos si esta arraigado, s si tiene trabajo [...]
Cuantos mas puntos, menos riesgo de que se vaya a fugar”, palabras recogidas en una
entrevista publicada en Confilegal el 21/02/2022. Disponible en: https://confilegal.
com/20220221-jueces-robot-y-comunicaciones-en-blockchain-una-realidad-cada-
vez-mas-cercana-en-espana/ [fecha de consulta: 22/03/2024].

57. Gimeno Sendra, Vicente, op. cit., pp. 28-29. El listado al que se referia, sin &nimo
de exhaustividad, Gimeno Sendra, es el siguiente: cémputo del cumplimiento efec-
tivo de las penas (arts. 988. III LECrim y 76 C.P.); Los presupuestos procesales, tales
como la jurisdiccién (arts.9 y 23 LOP)) y los conflictos transfronterizos; la competen-
cia objetiva y aforamientos (art. 303 LECrim); competencia sobre conexién de delitos
(arts. 17.1.11 y 300), competencia territorial (arts.19 y s.s.); la prescripcién (arts. 131 y
s.s. C.P., 666.3* LECrim); el perddn del ofendido (arts. 130.1.5° C.P., 106.11 LECrim), el
indulto (arts. 130.1.4° C.P., 666.4* LECrim y L. de 18 de junio de 1870) y el suplicatorio
(arts. 666.5%, arts. 11-14 del Reglamento del Congreso de los Diputados y art. 22 del
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nos de ellos pueden ser acogidos, entre los que destacariamos, las medi-
das cautelares civiles, la fianza del acusador popular y el decomiso; otras
propuestas las descartariamos por su escasa aplicacién practica —p. €j.
propuesta de resolucién sobre indulto— o incluso por su elevada comple-
jidad y porque pueda comprometer derechos fundamentales tales como
lalibertad —p. e]. la ejecucion de una euroorden de detencién y entrega—.

Por consiguiente, debemos huir de planteamientos ambiciosos y
partir de un enfoque mds prudente en la aplicacién de la IA en la justicia
penal. Asi pues, todo aquello insito a la tramitacién del procedimiento o
incluso al objeto civil —-que se acumula al penal ex arts. 100y 108 LECrim—
podria ser un primer estadio en el que aplicar la IA para, posteriormen-
te, y ante una eventual evaluacién positiva de su utilizacién, ampliarlo
a otras resoluciones de la justicia penal y, en dltimo término, la asisten-
cia en la valoracién de la prueba y en la motivacién al 6rgano judicial.
En efecto, la valoracién de la prueba ya sea documental, personal o pe-
ricial, asi como la motivacién de la sentencia, podran ser en un futuro
practicadas con ayuda de la inteligencia artificial, pero existiran determi-

Reglamento del Senado), la cosa juzgada (art. 666.2%).; Las medidas cautelares civiles
(arts. 764, 589 y s.8.), la fianza del acusador popular (art. 280) y el decomiso (arts. 127-
127 octies C.P.); Las resoluciones provisionales de prohibicién de residencia (art. 544
bis LECrim en relacién con los arts. 57 y 48 C.P.) y drdenes de proteccién (art. 544
ter), la privacién provisional, en la instruccién, del permiso de conduccién (art. 529
bis LECrim), la suspensién del funcionario prevista en la legislacién administrativa,
la suspensién provisional de la funcién o cargo publico del procesado en situacién de
prisién provisional y sospechoso de pertenecer a una organizacidn terrorista o rebel-
de (art. 384 bis LECrim), la clausura temporal de una empresa y suspensién temporal
de las actividades de una sociedad (art. 529.3 C.P.) y el secuestro de publicaciones y la
prohibicién de difundir las noticias delictivas (arts. 816 y 823 bis) LECrim, 189.8, 270.3
y 510.6 C.P.).; El archivo del atestado por inexistencia de autor conocido (art. 284.2
LECrim).; El sobreseimiento por razones de oportunidad ante los delitos-bagatela
(art. 963.1.1* LECrim).; Los supuestos de mediacién penal y/o sentencia de conformi-
dad negociada por razones de oportunidad que, culminadas en la fase intermedia,
tengan una tramitacién escrita (arts. 784.3 y 787.1); El proceso por aceptacién de De-
creto (arts. 803 bis.a-803 bis.j); Otras resoluciones: las pruebas del ADN para la deter-
minacién del imputado que se efecttian ya mediante algoritmos (arts. 5 L.O. 10/2007
y 3.a del RD 1977/2008) o conjurar el riesgo de reiteracién delictiva (art. 129 bis CP), la
declaracién de rebeldia y de contumacia (arts. 512-514 y 786 LECrim); los plazos de la
instruccién (art. 324); la ejecucién de una euroorden de detencién y entrega (arts. 47y
s.s.) y de una orden europea (arts. 16 y ss L. 23/2014), la peticién vinculante de sobresei-
miento (arts. 642-645 y 782); resoluciones recurribles (arts. 216 y s.s., 766, 790, 803, 846
bis a), 846 ter, 847y 976); el depdsito del acusador particular (art. 875) y los plazos para
la interposicién de los recursos (arts. 212, 766.3, 803.1.1%, 856 y 976.1), etc.
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nados parametros que indefectiblemente requeriran de la presencia hu-
mana.’® Debieran ser, a nuestro juicio, y por la relevancia constitucional
de los mismos, los tltimos espacios en los que aplicar la IA, una vez haya
sido aplicado con éxito en otros actos o resoluciones procesales con una
afeccién menor o menos intensa en los derechos del investigado. Pero,
insistimos, ante una justicia penal que todavia se encuentra en plena
transformacién digital, no podemos pretender un uso generalizadoy, lo
que es peor descontrolado —esto es, literalmente, carente de control- de
la inteligencia artificial. Sélo con unos mimbres sélidos —expuestos en el
epigrafe anterior- podrd desarrollarse una aplicacién de la IA eficaz, pero
alavez respetuosa con los derechos fundamentales en el proceso penal.

Conclusidn

Los instrumentos de policia y justicia predictiva que se utilizan
actualmente en la justicia penal no permiten inferir una aplicacién in-
tensa y generalizada de esta tecnologia en nuestro pais. Se impone,
por consiguiente, un uso prudente y consonante con lo acontecido en
los paises y la propia Unién Europea, cuyo Reglamento sobre Inteli-
gencia Artificial todavia esta por llegar.® Y mas alla de que el Gobierno
se muestre entusiasta en la transformacién digital y destine una gran
cantidad de fondos en su plan Justicia 2030, lo cierto es que falta con-
crecion acerca del propésito en la aplicacion de la inteligencia artificial
en la justicia, mas alld de un planteamiento genérico de justicia inteli-
gente orientada al dato.® Sino queda claro qué se pretende, es decir, si
no se definen con claridad los objetivos en este punto clave de la trans-
formacién digital, corremos el riesgo de que, de un lado, se dificul-
te la innovacién y el emprendimiento y, de otro, podamos encontrar
tensiones ante iniciativas o soluciones privadas que puedan fracasar
en su intento por ser empleadas por las autoridades publicas habida

58. Nieva Fenoll, Jordi, op. cit., p. 87.

59. De Hoyos Sancho, Montserrat, “El uso jurisdiccional de los sistemas de inteligencia
artificial y la necesidad de su armonizacién en el contexto de la Unién Europea”, en
Revista General de Derecho Procesal, N° 55, Madrid, 202.1.

60. El plan de trabajo sobre eficiencia digital. Disponible en: https://www.justicia2030.
es/eficiencia-digital [fecha de consulta: 22/03/2024]
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cuenta la falta de regulacidn existente y la afeccién tanto a la normati-
va en proteccién de datos como a los derechos fundamentales.®

Del mismo modo, el Poder Judicial parece haber tomado conciencia
delaimportanciay del impacto que puede tener la Inteligencia Artificial
en la administracién de justicia. Si bien los sistemas de jurimetria lle-
van aplicindose desde hace unos cinco afios en nuestro pais, no ha sido
hasta la fecha, en el informe al Anteproyecto —hoy Proyecto— de Ley de
Eficiencia Digital, el momento en el que han advertido de la relevancia
y riesgo de aplicar Inteligencia Artificial en la justicia penal, siendo ne-
cesaria una regulacién completa y garantista y erigiéndose en un actor
que debe jugar un papel determinante.®> Mas alld de que ese papel de-
terminante le corresponda, a nuestro juicio, al poder legislativo, se cred
un grupo de trabajo denominado “Tecnologia, Inteligencia Artificial y
Administracion de Justicia”, formado por prestigiosos jueces e ingenie-
ros informaticos que estin elaborando un elenco de herramientas de
inteligencia artificial para su aplicacién en la Administracién de Justi-
cia. No obstante lo anterior, y considerando positiva la implicacién del
CGP]J en el estudio de la IA, desgraciadamente, como suele acontecer

61. Al respecto es importante ver lo que acontecid con los sistemas de reconocimiento fa-
cial para la prevencién del delito en una conocida cadena de supermercados que fueron
duramente cuestionados en el Auto N° 72/2021 de la Audiencia Provincial de Barcelona,
Seccién 9%, Rec N° 840/2021. En la fundamentacién juridica, la juez alerta que “No todo
vale en materia de derechos fundamentales. Estas tecnologias pueden ser realmente
intrusivas y requieren de un debate ético y juridico sosegado, toda vez que pueden te-
ner efectos muy adversos en los valores fundamentales y la integridad humana”. Y ello
porque -y con esto concluye la fundamentacién juridica- con el reconocimiento facial
no se estan protegiendo intereses publicos, sino privados de la persona juridica y “se
estarfan conculcando las garantias adecuadas en orden a la proteccién de los derechos y
libertades de los interesados, no ya sélo de los que han sido penados y cuya prohibicién
de acceso les incumbe, sino del resto de personas que acceden al citado supermercado”

62. El informe al Anteproyecto, parrafo 168. Disponible en: https://www.poderjudicial.
es/cgpj/es/Poder-Judicial/Consejo-General-del-Poder-Judicial/Actividad-del-CGP]/
Informes/Informe-al-anteproyecto-de-Ley-de-Eficiencia-Digital-del-Servicio-Publico-
de-Justicia--por-la-que-se-transpone-al-ordenamiento-juridico-espanol-la-Directiva-
-UE--2019-1151-del-Parlamento-Europeo-y-del-Consejo--de-20-de-junio-de-2019--por-
la-que-se-modifica-la-Directiva--UE--2017-1132-en-lo-que-respecta-a-la-utilizacion-de-
herramientas-y-procesos-digitales-en-el-ambito-del-Derecho-de-sociedades [fecha de
consulta: 22/03/2024]. Seguidamente, se constata ese enfoque prudente cuando afirman
que “Esperar al resultado del procedimiento legislativo de la Unién sobre la propuesta de
Reglamento sobre inteligencia artificial es una opcién recomendable, antes de abordarla
regulacién de las denominadas actuaciones asistidas en nuestro ordenamiento juridico”.
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ante reformas de tanto calado, una futura reforma que avance hacia un
uso mas amplio de esta tecnologia seguramente no estara exento de re-
sistencias y reticencias por parte de la judicatura.

Asi las cosas, es necesario suscribir un enfoque prudente, huyendo
de los extremos, sin desdefar los avances y las oportunidades que pre-
senta esta tecnologia, pero, al mismo tiempo, asegurando el respeto a los
derechos fundamentales y garantias procesales.® No se puede plantear,
ni mucho menos, un totum revolutum, sino que la aplicacién de la inteli-
gencia artificial ala justicia penal debe realizarse de forma paulatina y so-
segada, estableciendo revisiones cientificas antes de la implementacién
y después de la misma.*Por ello, su implementacién no sélo debe ser lle-
vada a cabo porjuristas, en un lado, y por informaticos, en otro, sino que,
habida cuenta las herramientas deben ser evaluadas y revisadas cientifi-
camente, debieran desempefiar un importante papel los criminélogos.

Y por @ltimo una reflexién final: si avanzamos hacia una aplicacién
mas intensa de IA en la justicia penal, serd necesario superar la frustra-
cién que genera el hecho de que la realidad o el resultado alcanzado no
se corresponda con la probabilidad de que éste aconteciera. En efecto,
conviene recordar que hablamos de justicia predictiva y predecir es siné-
nimo de pronosticar o adivinar, pero no de infalibilidad. Por ello, reivin-
dicando la belleza de lo improbable, debiéramos naturalizar el extrafio y
poco frecuente acontecimiento de un resultado distinto al pronosticado
por la IA. Que no haya acertado no quiere decir que se haya equivocado
—o incluso que esté mal configurada- sino que se ha producido un resul-
tado distinto al pronosticado que no debe conducirnos, inexorablemen-
te, a una conclusion precipitada sobre el mal funcionamiento de esta
tecnologia. No es aventurado afirmar que la IA serd una realidad mas
pronto que tarde, y aunque de forma asistencial, tendrd cada vez mayor
presencia en la justicia penal. No demos la espalda, pues, a una tecnolo-
gia que, por desconocida, no deja de resultar fascinante y preparémonos
hoy para la justicia del mafiana.

63. Simén Castellano, Pere, Justicia cautelar e inteligencia artificial, Barcelona, Editorial
Bosch, 2021, p. 98. En total consonancia con el planteamiento de Simén Castellano,
que mantiene una posicién “ambivalente” situada “en el centro de los extremos y que trata
de aprovechar las ventajas del avance técnico sin dejar de alertar de los extremos y aristas que
esta despliega, fijando ciertas lineas rojas”.

64. Mir6 Llinares, Fernando,”Predictive policing: utopia or dystopia? On attitudes
towards the use of Big Data algorithms for law enforcement”, en Revista IDP, 2020, pp. 1-8.
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Inteligencia Artificial y Estado de
Derecho: oportunidades y desafios

Emmanouil Billis*

Introduccion

En nuestro mundo globalizado, los mayores riesgos para la paz,
el orden social y la seguridad publica han pasado a ser también glo-
bales. En respuesta a los nuevos tipos de amenazas serias y sofisti-
cadas (el terrorismo internacional y el ecoldgico, la financiacién de
actividades terroristas, el ciberterrorismo, los nuevos tipos de crimen
organizado transnacional y el lavado de dinero), estd surgiendo una
nueva arquitectura de control de la delincuencia. Se caracteriza por
una transformacion universal de las nociones juridicas tradicionales
y por la difuminacién de los limites entre seguridad y derecho penal,
asi como entre los conceptos de prevencidn y represion. La sustitucién
de los principios de preservacién de la libertad personal y la intimidad
por formas reforzadas de coercidn estatal y vigilancia masiva genera-
lizada es una parte integral de este fendmeno. Gracias a los avances
tecnoldgicos actuales, los mecanismos de represién modernos ya no

* Dr. jur. (Friburgo/Alemania). LL.M. (Bonn/Alemania y Atenas/Grecia). Jefe de Grupo
de Investigacién en el Instituto Max Planck para el Estudio del Crimen, la Seguridad
y el Derecho en Friburgo/Alemania. Abogado ante el Tribunal Supremo Griego. Pro-
fesor invitado en la Universidad de Oxford. Investigador invitado en la Queen Mary
University de Londres. Profesor invitado en la UiT The Arctic University de Noruega;
Miembro de la AIDP.

1. Sin duda, la vigilancia masiva ya esta teniendo un amplio impacto en la prevencién
y represion de la delincuencia: Las medidas de vigilancia excepcionales se han conver-
tido en una supervisién estatal permanente. Y la normalizacién de las restricciones
preventivas, pero todavia masivamente invasivas, de los derechos a la libertad, el mov-
imiento y la intimidad con objetivos de seguridad publica ha transformado sustan-
cialmente los objetivos tradicionales, los métodos operativos y los limites y principios
de proteccién de los sistemas de control de la delincuencia y de justicia penal. Véase
Billis, Emmanouil; Knust, Nandor; Rui, Jon Petter, “The Typology of Proportionality”,
en Billis, Emmanouil; Knust, Nandor; Rui, Jon Petter (eds.), Proportionality in Crime
Control and Criminal Justice, Oxford, Hart Publishing, 2021, pp. 3, 5-11.
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apuntan Gnicamente a los sospechosos o delincuentes tradicionales,
sino también a “nuevas” categorias de riesgos para la seguridad: los
presuntos sospechosos y los delincuentes potenciales. Estos meca-
nismos presentan una amplia gama de caracteristicas intrusivas y
coercitivas que pueden afectar a los derechos de sectores mucho més
amplios de la poblacién en comparacién con el aparato de justicia pe-
nal convencional.

Una parte importante de esta evolucion se compone por la cre-
ciente dependencia de las herramientas de Inteligencia Artificial (IA)*
para la deteccién y eliminacidén automatizadas de amenazas a la segu-
ridad y posibles delitos. Los defensores de estas herramientas aducen
la capacidad de la IA para mejorar la aplicacion de laley y la justicia pe-
nal de muchas maneras: desde volver mas eficaz y eficiente el ejercicio
de la autoridad publica y reducir el sesgo de las decisiones juridicas,
hasta limitar el caricter arbitrario de las injerencias estatales en los
derechos fundamentales. Sin embargo, el uso de esta tecnologia tam-
bién conlleva muchos problemas vinculados al Estado de Derecho y los
derechos humanos. La IA tiene el potencial de ampliar radicalmente
los poderes de vigilancia y coercién de los Estados, asi como de acele-
rar drasticamente el proceso de transformacién antes mencionado. A
medida que introducimos la automatizacién en nuestras concepcio-
nes legales, éstas también se transforman. Uno de los ejemplos mds
caracteristicos al respecto es el paradigma de la justicia y la vigilancia
policial predictiva.

Por lo tanto, los avances tecnoldgicos en el campo de la IA no sélo
presentan grandes oportunidades (en la prictica) para el control de la
delincuencia y para la justicia penal, sino también riesgos considera-
bles para la coexistencia pacifica entre seres sociales. La importancia
de las consideraciones relativas al Estado de Derecho y a los derechos
humanos a la hora de disefiar y aplicar herramientas de IA con fines
de seguridad, control de la delincuencia y justicia penal —en particu-

2. Sobre las distintas definiciones de 1A, véase, por ejemplo, el art. 3 y anexo I de la
“Propuesta de Reglamento por el que se establecen normas armonizadas en materia
de inteligencia artificial” (Ley de Inteligencia Artificial), 21/04/2021, COM(2021) 206
final; Comisién de la UE, Grupo de Expertos de Alto Nivel sobre Inteligencia Artificial,
“Directrices éticas para una IA fiable”, 08/04/2019, p. 36; Comisién de la UE, Grupo de
Expertos de Alto Nivel sobre Inteligencia Artificial, “A definition of Al: Main capabili-
ties and scientific disciplines”, 08/04/2019, p.3y 7.
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lar de nociones clave como la dignidad humana, la proporcionalidad,
la igualdad y la justicia procesal- se vuelve asi evidente. Por ejemplo,
sigue siendo muy dudoso que los algoritmos modernos puedan per-
cibir y emplear con éxito conceptos juridicos fundamentales, como la
equidad y la proporcionalidad, para resultar en una justicia humana.
Otros temas de debate importantes en este contexto son los asuntos
especialmente delicados, conectados a cuestiones sociojuridicas y éti-
cojuridicas mas amplias de la justicia, la legitimidad y la democracia,
como las cuestiones de la privacidad, la proteccién de datos, la segu-
ridad, la fiabilidad, la transparencia y la objetividad, la parcialidad y
la discriminacién, asi como la explicabilidad y la responsabilidad de
la IA? Tales consideraciones son pertinentes para una serie de apli-
caciones modernas de la IA que sirven a diversos fines: desde la vigi-
lancia policial predictiva, la prevencién y la deteccion de delitos hasta
la justicia predictiva, la evaluacién del riesgo y de la reincidencia y la
determinacién del castigo penal.

La investigacién y la politica juridicas se enfrentan a la necesidad
inmediata de encontrar formas de abordar en la prictica los desafios
relevantes. El intercambio continuo de conocimientos entre los juristas
y los informaticos es una condicién previa fundamental para desarro-
llar estrategias eficaces con el fin de alcanzar un entendimiento mutuo
sobre la aplicacién real de las nuevas tecnologias en el mundo juridico e
idear un plan sobre cémo traducir con éxito las nociones juridicas tra-
dicionales y los principios de proteccién al lenguaje de la programacion.
Una de las primeras prioridades en este contexto debe ser facilitar el di-
sefio y el funcionamiento de algoritmos y maquinas de acuerdo con los
objetivos primordiales de proteger y garantizar el respeto de los valores

3. Comisién de la UE, Grupo de Expertos de Alto Nivel sobre Inteligencia Artificial,
“Directrices éticas para una IA fiable”, 08/04/2019, p. 2: “Una IA confiable tiene tres
componentes, que deben alcanzarse durante todo el ciclo de vida del sistema: (1) debe
ser legal, cumpliendo con todas las leyes y reglamentos aplicables (2) debe ser ética,
adhiriendo a los principios y valores éticos y (3) debe ser robusta, tanto desde una
perspectiva técnica como social, ya que, incluso con buenas intenciones, los sistemas
de IA pueden causar dafios involuntarios. (...) [Debe garantizarse] que el desarrollo,
despliegue y uso de los sistemas de IA cumplan los siete requisitos clave para una IA
digna de confianza: (1) agencia y supervision humanas, (2) solidez y seguridad técni-
cas, (3) privacidad y gobernanza de datos, (4) transparencia, (5) diversidad, no dis-
criminacién y equidad, (6) bienestar medioambiental y social y (7) responsabilidad”.
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humanos y sociales mas basicos. En particular, en los ordenamientos
democriticos liberales que emplean la tecnologia de la IA, la atencién
debe centrarse en garantizar los requisitos constitutivos del Estado de
Derecho: el principio de legalidad (incluida la aplicacién coherente e
imparcial de normas e instituciones previsibles, claras y transparentes);
los principios de igualdad y proporcionalidad; el uso no arbitrario del
poder; el respeto de los derechos fundamentales y las garantias proce-
sales; la separacion de los poderes del Estado y el control de su ejercicio
por 6rganos judiciales independientes e imparciales.*

El enfoque centrado en el ser humano

En cuanto alarelacién entre la IAy el Estado de Derecho especifica-
mente, una tarea importante y un desafio es programar proactivamente
las herramientas algoritmicas de forma de excluir la arbitrariedad en
los procesos de toma de decisiones que se basen en tales herramientas.
En segundo lugar, también necesitamos optimizar el funcionamiento y
los procesos de aprendizaje de la IA con el propdsito general de ayudar
y complementar a la justicia tradicional en la produccién de resultados
mas precisos, objetivos y justos. Especialmente en los &mbitos de la se-
guridad y el control de la delincuencia, los sistemas del Estado de Dere-
cho tienen el deber negativo de sefialar y prohibir el uso de aplicaciones
que supongan una amenaza directa para la dignidad humana, asi como
de programar los algoritmos de forma que se garantice su respeto.’ Al

4. “Rule of Law Checklist”, adoptada por la Comisién de Venecia del Consejo de Euro-
pa en su 106® sesidn plenaria (Venecia, 11-12 de marzo de 2016), parrafos 9y ss., 15-18,
31y ss.; Comunicacién de la Comisién al Parlamento Europeo, al Consejo Europeo y al
Consejo, “Further strengthening the Rule of Law within the Union”, 03/04/2019, COM
(2019) 163 final, p. 1.

5. Para la consideracién de la dignidad humana como base real de los derechos fun-
damentales, que sitta al individuo en el centro de la actuacién de los Estados, véase la
Carta de los Derechos Fundamentales de la UE (explicaciones). Sobre el reconocimien-
to de la dignidad como algo inviolable y absoluto para proteger a los seres humanos
de ser menospreciados o tratados arbitrariamente como meros objetos por el Esta-
do, véanse las conclusiones del Tribunal Constitucional aleman en los casos BVerfGE
27,1 (6) [1969] y BVerfGE 30, 1 (25-26) [1970]. Sobre el “derecho madre” a la dignidad
humana; Barak, Aharon, Human Dignity: The Constitutional Value and the Constitutional
Right, Cambridge, Cambridge University Press, 2015, pp. 156-167. Sobre la dignidad
humana como “la libertad de configurar la propia vida”, Dupré, Catherine, “Article
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mismo tiempo, también tienen el deber positivo derivado del objetivo
primordial de cualquier evolucién tecnoldgica que es respetar, proteger
y promover los valores humanos fundamentales: desarrollar maquinas
y sistemas electrénicos que puedan ayudar a salvaguardar al individuo
frente a las acciones coercitivas de los 6rganos estatales que sean arbi-
trarias, crueles, inclementes o desproporcionadas.

Asi, de los valores fundamentales interconectados de la dignidad
humana, la autonomia, la libertad y el Estado de Derecho se despren-
de, en primer lugar, la necesidad de un enfoque centrado en el ser hu-
mano para todo lo vinculado con el funcionamiento y el uso de la IA.
Los elementos basicos de este enfoque centrado en el ser humano o
que prioriza al ser humano son:’

« Elestablecimiento de fuertes controles y garantias adiciona-
les para usos especificos de la IA, especialmente las aplicacio-
nes utilizadas en la toma de decisiones y la aplicacién de leyes
que tengan un alto potencial para dafiar a las personas.

« La identificacién de usos de la IA ética y socialmente cues-
tionables, y su clasificacién como inaceptables y prohibidos
(como en el caso de los sistemas de IA que otorgan puntaje
social a personas fisicas).

« La regulacién exhaustiva del desarrollo y del uso de apli-
caciones consideradas de “alto riesgo” y mds bien peligro-
sas, intrusivas y problematicas, entre otras, por cuestiones

1- Human Dignity”, en Peers, Steve, et al. (eds.), The EU Charter of Fundamental Rights.
A Commentary, Oxford, Hart Publishing, 2* ed., 2021, pp. 3, 6.

6. Sobre el enfoque centrado en el ser humano, véase Comisién de la UE, Grupo de
Expertos de Alto Nivel sobre Inteligencia Artificial, “Directrices éticas para una IA fia-
ble”, 08/04/2019, p. 37: “Una IA con un enfoque centrado en la persona se esfuerza por
asegurar que los valores humanos ocupen un lugar central en el desarrollo, desplie-
gue, utilizacién y supervisién de los sistemas de IA, garantizando el respeto de los
derechos fundamentales, todos ellos constituyen una referencia unitaria a un funda-
mento comin arraigado en el respeto de la dignidad humana, en el que el ser humano
disfruta de una condicién moral Ginica e inalienable”.

7. Arts. 5y ss, “Propuesta de Reglamento del Parlamento Europeo y del Consejo por
el que se establecen normas armonizadas en materia de inteligencia artificial (Ley
de Inteligencia Artificial)”, 21/04/2021, COM (2021) 206 final; y “Resolucién del Par-
lamento Europeo sobre la inteligencia artificial (IA) en el derecho penal y su utili-
zacién por las autoridades policiales y judiciales en asuntos penales”, de 06/10/2021
(2020/2016(INI)), pp. 16, 17, 32..
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discriminatorias, parcialidades o falta de transparencia
(ejemplos caracteristicos son el reconocimiento facial en lu-
gares publicos y los sistemas predictivos de vigilancia).

« El pleno respeto de los derechos a la intimidad, la libertad
de circulacién, la presuncién de inocencia y los derechos de
defensa (derecho al silencio, libertad de expresién e informa-
cién, igualdad ante la ley, igualdad de armas, derecho a un
recurso efectivo y a un juicio justo). Lo mismo ocurre con la
explicabilidad algoritmica, la transparencia, la trazabilidad y
la supervisién efectiva.®

Desde este punto de vista, no debemos considerar el enfoque cen-

trado en el ser humano como un obstaculo para el progreso, sino mas
bien como una garantia para la coexistencia armoénica en nuestra so-
ciedad tecnoldgica global. A veces simplemente es necesario instau-
rar mecanismos de supervision e intervencidn, requisitos estrictos
de funcionamiento y utilizar restricciones amplias e incluso prohibi-
ciones totales sobre determinadas aplicaciones de la IA con el fin de
garantizar eficazmente la dignidad, la autonomia y la libertad. Sin
embargo, algunos de los requisitos de proteccién, normas del Estado
de Derecho y garantias de los derechos humanos propuestos en los
diversos textos juridicos contemporaneos e instrumentos del soft-law
pueden no ser tan faciles de aplicar y cumplir en la practica, al menos
en el estado actual de la evolucién tecnolégica y juridica. Todavia hay
cuestiones sin resolver que deben abordarse con urgencia en los de-
bates politicos y en la investigacién interdisciplinar, entre las cuales
estan los problemas de cdmo desarrollar conjuntos de datos de entre-
namiento libres de errores o del riesgo de sesgos; como crear sistemas
de aprendizaje automatico totalmente explicables y transparentes
(independientemente de su complejidad interna o de las barreras ex-
ternas a la transparencia planteadas por las empresas tecnoldgicas y
los intereses de la propiedad intelectual); cémo producir decisiones y

8. Particularmente importante es la rendicién de cuentas y el elemento de la inter-
vencién humana con respecto a todas las aplicaciones policiales de la IA, especifica-
mente en el sentido de que “todas las decisiones con efectos legales deben ser tomadas
siempre por un ser humano al que puedan pedirse cuentas de las decisiones adopta-
das” (“Resolucién del Parlamento Europeo sobre la inteligencia artificial (IA) en el
derecho penal y su utilizacién por las autoridades policiales y judiciales en asuntos
penales”, de 06/10/2021 (2020/2016(INI)), p. 16.
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resultados automatizados objetivos y no discriminatorios; y cémo di-
sefiar modelos funcionales de rendicién de cuentas y responsabilidad.
Por tltimo, al considerar cuestiones relevantes también desde una
perspectiva filoséfica o ética, no deberiamos pasar por alto los diver-
sos escenarios distopicos que hemos experimentado recientemente,
especialmente durante la crisis global de Covid-19, con los que debe-
mos lidiar como sociedades organizadas. Esto incluye, por ejemplo,
los sistemas de crédito social puestos en marcha en algunos paises,’
mecanismos de prediccién muy avanzados ya en desarrollo o simple-
mente el problema general de cémo aceptar que los robots “imiten” a
los humanos encargados de hacer cumplir la ley en un mundo por lo
demds centrado en el ser humano.

El principio de proporcionalidad

En sintonia con esta evolucién, una de las primeras nociones que
vienen a la mente, que es crucial para el fortalecimiento del enfoque
centrado en el ser humano y, en general, para el mantenimiento del
Estado de Derecho, es el concepto de proporcionalidad, un concepto
de importancia diacrénica, especialmente para el derecho penal y de
seguridad en términos de su funcidn protectora contra las injerencias
arbitrarias sobre los derechos individuales y las libertades adquiri-
das.’® Hoy en dia, la importancia de la proporcionalidad ha aumentado

9. Vogler, Richard, “Big Data and Criminal Justice. Proportionality, Efficiency and
Risk in a Global Context”, en Billis, Emmanouil; Knust, Nandor; Rui, Jon Petter, (eds.),
Proportionality in Crime Control and Criminal Justice, Oxford, Hart Publishing, 2021,
pp. 165,174y ss.

10. Comisién de la UE, Grupo de Expertos de Alto Nivel sobre Inteligencia Artificial,
“Directrices éticas para una IA fiable”, 08/04/2019, pp. 12-13; “Propuesta de Reglamen-
to del Parlamento Europeo y del Consejo por el que se establecen normas armonizadas
sobre inteligencia artificial (Ley de Inteligencia Artificial)”, 21/04/2021, COM (2021)
206 final, pp. 7, 11, 21 y ss; “Resolucién del Parlamento Europeo sobre la inteligencia
artificial (IA) en el Derecho penal y su utilizacién por las autoridades policiales y ju-
diciales en asuntos penales”, de 06/10/2021 (2020/2016(INI)). La proporcionalidad
configura y limita el ejercicio de todos los poderes del Estado. Es una técnica de ra-
zonamiento juridico, un método moderado de control de la autoridad publica y, al
mismo tiempo, un factor racional para mejorar la aceptacién social de medidas coer-
citivas e intrusivas pragmaticamente necesarias en los derechos - esto significa que
la proporcionalidad también puede contribuir a garantizar sistemas juridicos mas
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atn mas con respecto al uso de las nuevas tecnologias de vigilancia
masiva e inteligencia artificial con fines de seguridad y lucha contra
la delincuencia.

La tarea de considerar la proporcionalidad en el contexto de la IA
tiene dos niveles. En primer lugar, con respecto al uso proporcionado
de la IA: los legisladores deben ser capaces de definir criterios claros
y no arbitrarios y los érganos administrativos y judiciales deben ser
capaces de ejercer autocontrol y control para garantizar el empleo le-
gitimo, adecuado, menos intrusivo y apropiado de la IA en las diversas
constelaciones. En segundo lugar, en lo referido a los propios resulta-
dos delaIAyel aprendizaje automatico, que deben ser proporcionales:
El principal desafio consiste en desarrollar los algoritmos y “entrenar”
alas maquinas para que puedan tomar decisiones y emprender accio-
nes de conformidad con los elementos basicos de la proporcionalidad.”

Una vez mis, desde un punto de vista practico, en el estado ac-
tual del progreso tecnoldgico, es mas facil decirlo que hacerlo, velar
por el desarrollo de maquinas que sean realmente capaces de “de-
cidir”, “actuar” y “reaccionar” de forma templada y proporcionada
eligiendo los medios mds adecuados, menos intrusivos y apropiados
para alcanzar objetivos legitimos de seguridad y control de la delin-
cuencia. Y, también en este asunto, hay objeciones desde puntos de
vista filoséficos y éticos. La mds importante es la cuestién de si los
calculos y las decisiones sobre la proporcionalidad o la excesividad

humanos y funcionales a largo plazo, véase en este sentido Billis, Emmanouil; Knust,
Nandor; Rui, Jon Petter, “The Typology of Proportionality” en Billis, Emmanouil;
Knust, Nandor; Rui, Jon Petter (eds.), Proportionality in Crime Control and Criminal
Justice, Oxford, Hart Publishing, 2021, pp. 3, 11y ss.

11. En el marco de las evaluaciones de proporcionalidad, los intereses en conflicto se
ponderan en los tres niveles diferentes del poder puablico, afectando a medidas y de-
cisiones de los tres poderes: el legislativo, el ejecutivo y el judicial. En el nicleo de
estas evaluaciones se encuentra el examen de los siguientes elementos generalmente
reconocidos: la existencia de un objetivo legitimo que justifique la adopcién de una
determinada medida; la idoneidad de la medida para alcanzar este objetivo concreto;
la necesidad de esta medida particular a la vista del objetivo (requisito de la medida
menos intrusiva); y la idoneidad de la medida en términos de sus efectos (limitadores
de derechos) sopesados con los beneficios del objetivo perseguido (proporcionalidad
en el sentido estricto). Para mas detalles, Billis, Emmanouil; Knust, Nandor; Rui, Jon
Petter, “The Typology of Proportionality” en Billis, Emmanouil; Knust, Nandor; Rui,
Jon Petter (eds.), Proportionality in Crime Control and Criminal Justice, op. cit., p. 24.
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de una determinada accién pueden realmente ser el resultado de la
aplicacién de férmulas mecanicas. ;O deben esas tareas permanecer
como “juicio de valor” tomado por un actor humano responsable “de
buena fe y de manera razonable”??

Un buen ejemplo en el ambito del derecho humanitario interna-
cional y el derecho penal internacional es el uso de sistemas de armas
auténomas (AWS por sus siglas en inglés) en situaciones de conflicto
armado. En efecto, los procesadores y algoritmos de los sistemas de
armas auténomos pueden ser capaces de evaluar la informacién reco-
pilada parallevar a cabo la seleccidn de objetivos e identificar los dafios
incidentales esperados de un posible ataque militar sin verse influidos
por el estrés y otras emociones humanas, por lo que estan libres del
riesgo de error humano. Por lo tanto, los AWS pueden ser (o, en algiin
momento, serdn) capaces de tomar decisiones mas objetivas. Sin em-
bargo, los procesos matematicos y las evaluaciones de proporcionali-
dad realizados por AWS son mds bien lineales. Se basan sobre todo en
parametros técnicos y prefijados para la recoleccion de informacién
mediante el uso de sensores y en la rigida interpretacién y aplicacién
de normasjuridicas previamente definidas por procesadores y algorit-
mos. Pero los AWS carecen todavia de inteligencia contextual y de la
capacidad humana de comprender y adaptarse a realidades en cons-
tante cambio, utilizando inferencias aprendidas que permiten a los
individuos percibir sus propias acciones también desde la perspectiva
de los demas. Por lo tanto, los AWS actuales que operan sobre la base
de algoritmos predeterminados no pueden garantizar realmente que
la toma de decisiones militares se traduzca siempre en la eleccién de
los medios y objetivos adecuados, menos intrusivos y mas apropiados,
como exige el principio de proporcionalidad.”

12. Bothe, Michael y Gillard, Emanuela-Chiara, en Billis, Emmanouil; Knust, Nandor;
Rui, Jon Petter (eds.), Proportionality in Crime Control and Criminal Justice, op. cit., p. 295.
13. Billis, Emmanouil; Knust, Nandor; Rui, Jon Petter, “Kinstliche Intelligenz und
der Grundsatz der VerhiltnismifRigkeit”, en Engelhart, Marc; Kudlich, Hans; Vogel,
Benjamin (eds.), Digitalisierung, Globalisierung und Risikoprdavention - Festschrift fiir Ulrich
Sieber zum 70. Geburtstag. Geburtstag, Teilband II, Berlin, Duncker & Humblot, 2021,
pp. 715 y ss.; Billis, Emmanouil y Knust, Nandor, “Proportionality (Principle of)”, en
Caiero, Pedro et al. (eds.), Elgar Encyclopedia of Crime and Criminal Justice, Cheltenham,
Edward Elgar Publishing, 2023.
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Consideraciones similares pueden aplicarse en general alos avan-
ces tecnoldgicos modernos que permiten la recoleccién automatizada,
la seleccidn y el tratamiento “en tiempo real” de grandes volaumenes
de datos personales y a los sistemas electrénicos altamente sofistica-
dos que ayudan en los procesos de toma de decisiones pertinentes.
Las consideraciones éticas y los desafios pragmaticos para conseguir
resultados proporcionales de la IA en los ambitos de la seguridad, el
control de la delincuencia y la justicia penal no cambian, por supues-
to, el hecho de que la proporcionalidad sigue siendo una importante
herramienta de limitacién y control contra cualquier ejercicio arbi-
trariamente coercitivo e intrusivo de los poderes del Estado. No obs-
tante, a la luz del dominio tecnoldgico actual en la vigilancia masiva
y otros ambitos de intrusién en la intimidad, la proporcionalidad es
“solo una” entre las muchas preocupaciones relacionadas con el Es-
tado de Derecho que la teoria, la practica y la politica tienen el deber
de abordar. Especialmente la interferencia con derechos de privacidad
bien establecidos —derechos que no son absolutos, pero cuya restric-
cién sélo estd permitida por razones excepcionales y debe estar sujeta
a limites estrictos— mediante un uso desenfrenado y no supervisado
de la IA puede socavar las limitaciones de proteccidn, las salvaguardas
democraticas y las garantias del Estado de Derecho existentes.

En estos momentos, es mucho lo que estd en juego para el Estadode
Derecho y la proteccién efectiva de los derechos de autodeterminacion
y privacidad. Los datos personales constituyen el elemento fundamen-
tal delas aplicaciones basadas en la IA utilizadas con fines de seguridad
y control de la delincuencia. Estas aplicaciones no estin exentas de los
riesgos de manipulacién, discriminacién y falta de transparencia ni de
los problemas de supervision y rendicién de cuentas insuficientes. La
principal preocupacién con respecto al uso de algoritmos para producir
o adquirir informacion sensible y “nuevos conocimientos” recae sobre
el conocido problema de la “caja negra” y la posibilidad de que redunde
en correlaciones imprevisibles e inferencias inexplicables. Ademds, los
algoritmos actuales se entrenan y funcionan principalmente sobre la
base de observaciones y correlaciones estadisticas.* Como resultado,

14. Sgaier, Sema K.; Huang, Vincent; Charles, Grace, “The Case for Causal AI”, en
Stanford Social Innovation Review, 50: “Por muy sofisticados que sean, los algoritmos
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siempre existe el peligro de que la informacién y los conocimientos ob-
tenidos por los sistemas algoritmicos actuales estén distorsionados o
sean discriminatorios y poco fiables.’

Los principios de igualdad y justicia procesal

En particular, el problema de los resultados posiblemente discri-
minatorios constituye una preocupacién habitual en el contexto de la
toma automatizada de decisiones y las predicciones de la IA. Este pro-
blema depende principalmente de factores como la calidad de los da-
tos, los prejuicios preexistentes introducidos en el sistema algoritmico
por sus disefiadores y formadores y/o la incapacidad del sistema para
desarrollar un razonamiento verdaderamente causal.”® La prohibiciéon
general de discriminacidn se deriva del principio de igualdad. Tanto la
igualdad como la no discriminacién son parte de los fundamentos del
Estado de Derecho. Ademas, los derechos de igualdad y la prohibicion
deladiscriminacion estan relacionados con la exigencia primordial de
respetar y proteger la dignidad humana. En términos de la aplicacién
de la ley y justicia penal, concretamente, el riesgo de que los sistemas
algoritmicos generen resultados discriminatorios suele debatirse en
el contexto de la identificacién de personas, la vigilancia predictiva y
las aplicaciones de evaluacion del riesgo de reincidencia.” Aunque en

predictivos y sus usuarios pueden caer en la trampa de equiparar correlacién con cau-
salidad”, Stanford, Stanford Center on Philanthropy and Civil Society, 2020, p. 18.

15. Billis, Emmanouil; Knust, Nandor; Rui, Jon Petter, “Kinstliche Intelligenz und
der Grundsatz der VerhiltnismifRigkeit”, en Engelhart, Marc; Kudlich, Hans; Vogel,
Benjamin (eds.), Digitalisierung, Globalisierung und Risikoprdavention - Festschrift fiir Ulrich
Sieber zum 70. Geburtstag, Teilband I1, op. cit., pp. 706-707.

16. “Resolucién del Parlamento Europeo sobre la inteligencia artificial (IA) en el
Derecho penal y su utilizacién por las autoridades policiales y judiciales en asuntos
penales”, de 06/10/2021 (2020/2016(INI)), pp. 8, 22, 23, 24. Como se ha sefialado, las
decisiones algoritmicas “pueden terminar amplificando y reproduciendo sesgos exis-
tentes”, véase Ryberg, Jesper y Roberts, Julian, “Sentencing and Artificial Intelligence
- Setting the Stage”, en Ryberg, Jesper y Roberts, Julian (eds.), Sentencing and Artificial
Intelligence, Oxford, Oxford University Press, 2022, pp. 1, 8.

17. “Resolucién del Parlamento Europeo...”, op. cit., pp. 9, 24, 27; Angwin, J.; Larson,
J; Mattu, S.; y Kirchner, L., “Machine Bias”, en ProPublica. Disponible en: https://
www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
[fecha de consulta: 23/05/2016]; Davies, Benjamin y Douglas, Thomas, “Learning to
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tales constelaciones la IA puede promover efectivamente la igualdad
de trato y la imparcialidad, su uso también puede menoscabar estos
valores sociales y juridicos fundamentales.*®

En este contexto, un aspecto adicional del Estado de Derecho que
hay que considerar eslarelacién entre la igualdad y la justicia procesal.
Los elementos esenciales de la justicia procesal son la imparcialidad, la
congruencia, la precision y la veracidad, la representatividad, la ade-
cuacidn ética, la transparencia, la posibilidad de revisar y recurrir una
decisidn y el trato respetuoso de los afectados por el conflicto y el pro-
cedimiento.” Aunque, en ocasiones, estos elementos pueden entrar en
conflicto entre si (mds atin en el ambito de la IA y la justicia penal),®
en los sistemas democraticos liberales la justicia y la legitimidad social
requieren, como minimo, la aplicacién de normas formales, garantias
procesales adecuadas y derechos procesales justos que proporcionen
oportunidades sustanciales y equitativas de inclusidn, participacién y
recurso procesales.”

En sintonia con esto, el uso de la IA debe respetar siempre los
principios de igualdad ante la ley e igualdad de armas, asi como los
derechos a un recurso efectivo y a un juicio justo. Especialmente en la

Discriminate - The Perfect Proxy Problem in Artificially Intelligent Sentencing”, en
Ryberg, Jesper y Roberts, Julian (eds.), Sentencing and Artificial Intelligence Oxford,
Oxford University Press, 2022, p. 97; Lippert-Rasmussen, Kasper, “Algorithm-Based
Sentencing and Discrimination”, en Ryberg, Jesper y Roberts, Julian (eds.), Sentencing
and Artificial Intelligence, op. cit., p. 74.

18. Bagaric, Mirko y Hunter, Dan, “Enhancing the Integrity of the Sentencing Process
through the Use of Artificial Intelligence” en Ryberg, Jesper y Roberts, Julian (eds.),
Sentencing and Artificial Intelligence, op. cit., pp. 122y ss., 131 sS.

19. Rehbinder, Manfred, Rechtsoziologie, 6* ed., Munich, Beck, 2007, p. 118.

20. Véase, por ejemplo, sobre la posibilidad de una relacién negativa entre la transpa-
rencia de un algoritmo y su precisién en la imposicién de penas (algoritmos complica-
dos y opacos que producen predicciones mds precisas de la criminalidad futura versus
algoritmos que son mds transparentes, pero producen predicciones menos precisas),
Ryberg, Jesper y Petersen, Thomas, “Sentencing and the Conflict between Algorithmic
Accuracy and Transparency”, en Ryberg, Jesper y Roberts, Julian (eds.), Sentencing and
Artificial Intelligence, op. cit., p. 57.

21. Billis, Emmanouil y Knust, Nandor, “Alternative Types of Procedure and the Formal
Limits of National Criminal Justice: Aspects of Social Legitimacy” en Sieber, Ulrich;
Mitsilegas, Valsamis; Mylonopoulos, Christos; Billis, Emmanouil y Knust, Nandor,
(eds.), Alternative Systems of Crime Control. National, Transnational, and International Di-
mensions, Berlin, Duncker & Humblot, 2018, pp. 39, 57.
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aplicacion de laley y la justicia penal, la tecnologia de la IA podria servir
como medio novedoso y alternativo para procesar/producir automati-
camente informacién y pruebas con el fin de mejorar la eficacia, la obje-
tividad, la imparcialidad y la economia procesal. Sin embargo, hay una
preocupacién pragmdtica importante que mencionar a este respecto:
Normalmente existird una asimetria de poder entre quienes emplean
las tecnologias de IA y quienes estin sometidos a ellas, algo que, si no
prestamos la debida atencidn, podria incluso llevar a que la IA produz-
ca mayor desigualdad, divisién social o exclusién.? Por lo tanto, una
prioridad importante de los sistemas del Estado de Derecho en cuanto
a asuntos de justicia y procedimiento penal, como las pruebasy las sen-
tencias, seria limitar el uso de la IA con la aplicacién de salvaguardasy
derechos suficientes para impugnar la toma automatizada de decisio-
nes por motivos de igualdad, discriminacién y justicia procesal.

Aqui, el ejemplo de las sentencias penales es caracteristico. Un
objetivo ampliamente reconocido para el empleo de herramientas de
IA en la imposicién de penas es garantizar no sélo decisiones rapidas,
sino también mds objetivas e imparciales, libres de las “restricciones”
de las emociones humanas, los prejuicios y los intereses personales.?

22.. “Resolucién del Parlamento Europeo...”, (2020/2016(IN1)), op. cit., pp. 2 y 10, tam-
bién sobre el impacto del uso de herramientas de IA sobre los derechos de defensa de
los sospechosos, la dificultad de obtener informacién significativa sobre su funciona-
miento y la consiguiente dificultad para impugnar sus resultados ante los tribunales,
en particular por parte de las personas investigadas. El Parlamento Europeo (p. 16) ha
sefialado ademds que a) en contextos judiciales y policiales, la decisién que produce
efectos juridicos o similares debe ser tomada siempre por un ser humano, que pueda
ser considerado responsable de las decisiones adoptadas; b) las personas sometidas
a sistemas basados en IA deben poder recurrir las sentencias; ¢) una persona tiene
derecho a no ser objeto de una decisién que produzca efectos juridicos que le concier-
nan o le afecten de manera significativa y que se base iinicamente en un tratamiento
automatizado de datos; d) la toma de decisiones individuales automatizadas no debe
basarse en categorias especiales de datos personales, a menos que existan medidas
adecuadas para salvaguardar los derechos y libertades y los intereses legitimos del in-
teresado; e) esta prohibida la elaboracién de perfiles que dé lugar a la discriminacién
de personas fisicas sobre la base de categorias especiales de datos personales; f) las
autoridades que utilicen sistemas de inteligencia artificial deben respetar normas
juridicas muy estrictas y garantizar la intervencién humana, especialmente cuando
analicen datos procedentes de dichos sistemas, y g) es necesario respetar la discrecién
soberana de los jueces y la toma de decisiones caso por caso.

23. La teoria y la prictica reciente en diversos ordenamientos juridicos han demos-
trado que los nuevos tipos de 1A y aprendizaje automatico —elogiados por su presunta
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Sin embargo, las capacidades de las nuevas tecnologias para reforzar
la administracién de la justicia penal y del Estado de Derecho no de-
ben eclipsar los posibles riesgos para la igualdad, la objetividad y la
imparcialidad causados por la propia IA. Las maquinas pueden utili-
zarse para apoyar al sentenciador humano en sus tareas. Pero enton-
ces surge la pregunta: shasta qué punto pueden los jueces, consciente
o inconscientemente, seguir siendo verdaderamente independientes
e imparciales? Si los jueces confian demasiado en la superioridad téc-
nica de las maquinas o se apoyan excesivamente en ellas, resulta in-
evitable que basen sus decisiones en la informacién procesada y los
conocimientos generados por algoritmos.* Sin embargo, como ya se
ha visto, los resultados de los sistemas algoritmicos actuales pueden
estar distorsionados, ser discriminatorios y poco fiables por conse-
cuencia de sesgos sistematicos o de deficiencias técnicas en el razona-
miento causal. Por lo tanto, es necesario disefiar y aplicar rigidamente
salvaguardas procesales adecuadas para garantizar, a todas las partes
interesadas, la igualdad de posibilidades de participacion, la simetria
de la informacion y los recursos, la apertura y la transparencia en los
procesos conjuntos de toma humana y automatizada de decisiones y,
en consecuencia, oportunidades adecuadas de revisién y apelacion. El
objetivo es lograr un efecto de compensacién de las deficiencias inhe-
rentes a las aplicaciones de la IA en la justicia penal y, al mismo tiempo,
un efecto de fortalecimiento de la aceptacion social del resultado final.

capacidad matemadtica para reducir la complejidad factica y mejorar la calidad (cohe-
rencia, precision, objetividad) y la rapidez en la toma de decisiones, pero también cri-
ticados por plantear riesgos potenciales para los principios protectores tradicionales
y las limitaciones del Estado de Derecho- ya estdn transformando el proceso penal
convencional. Véanse los diversos analisis en Ryberg, Jesper y Roberts, Julian (eds.),
Sentencing and Artificial Intelligence, op. cit., 2022.

24. “Resolucién del Parlamento Europeo...”, (2020/2016(INI)), op. cit., p. 15: “... [Si] los se-
res humanos se basan tnicamente en datos, perfiles y recomendaciones generados por
maquinas, no podrin realizar una evaluacién independiente; resalta las consecuencias
negativas potencialmente graves, particularmente en el dmbito de las actividades po-
liciales y judiciales, que pueden derivarse de una confianza excesiva en la naturaleza
aparentemente objetiva y cientifica de las herramientas de IA, sin tener en cuenta la
posibilidad de que sus resultados sean incorrectos, incompletos, irrelevantes o discri-
minatorios; hace hincapié en que debe evitarse el exceso de confianza en los resultados
ofrecidos por sistemas de IA y destaca la necesidad de que las autoridades adquieran
confilanza y conocimientos para poner en cuestion recomendaciones algoritmicas”.

182

IA - Kleiman.indd 182 21/3/2025 14:13:27



INTELIGENCIA ARTIFICIAL Y ADMINISTRACION DE JUSTICIA

Conclusidn

En las modernas sociedades del riesgo, la delincuencia se ha vuel-
to técnica, compleja y transnacional, mientras que los ordenamientos
juridicos se han vuelto pesados y estan sobrecargados. Esto ha acre-
centado la importancia practica de emplear mecanismos alternativos
en la lucha contra las amenazas a la seguridad y la delincuencia, y en
la administracién de la justicia penal. Como resultado, ha surgido una
cantidad de nuevas aplicaciones tecnoldgicas, en paralelo a las practi-
cas tradicionales de aplicacion de la ley y la justicia, con el objetivo de
reforzar la eficacia y la eficiencia de los sistemas de control de la delin-
cuencia y de la justicia penal. Constantemente se desarrollan nuevas
técnicas de lucha contra la delincuencia y nuevas herramientas para la
administracién de la justicia y para mejorar las funciones preventivas
y represivas de las fuerzas policiales, asi como para simplificar y volver
mas eficaces las investigaciones y los juicios penales.

La aplicacién de politicas y normativas transparentes, coherentes
y orientadas segtin los derechos humanos en el campo requiere un co-
nocimiento suficiente del funcionamiento interno de estas tecnologias
altamente sofisticadas desde la teoria y la prictica juridicas. Al mismo
tiempo, los informaticos y desarrolladores de programas informaticos
también deben tener un conocimiento firme de los principios y con-
ceptos juridicos que subyacen al funcionamiento de los sistemas juri-
dicos contemporaneos. Un requisito previo es la identificacion precisa,
la evaluacién y, en caso necesario, la modelizacién sistemdtica de las
ideas organizativas, los razonamientos y los factores que determinan
las estructuras basicas de los mecanismos e instituciones contempo-
raneos de prevencion, investigacion, enjuiciamiento y resolucién de
conflictos. Ademds, al explorar las oportunidades, los beneficios practi-
cos y los retos de los modernos métodos e instrumentos de vigilancia e
investigacion de la Inteligencia Artificial, en constante evolucién, todas
las partes implicadas también deben tener en cuenta los considerables
riesgos para la coexistencia pacifica de los seres humanos y el Estado de
derecho asociados a este tipo de avances tecnoldgicos.

Esto significa que la politica y la investigacién no deben centrarse
tnicamente en regular y aplicar eficazmente las tecnologias modernas
para combatir la delincuencia. Por el contrario, deben hacer especial
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hincapié en garantizar las nociones de estado de derecho, legitimidad
social y derechos humanos. Al menos en principio, nuestros sistemas
de Estado de Derecho siguen sujetos a las mismas obligaciones: pre-
venir y reprimir las conductas ilicitas, aspirar a la resolucién veraz y
justa de los conflictos, preservar la economia procesal y la paz social,
asi como respetar los valores y principios basicos de la dignidad huma-
na, la proporcionalidad y la clemencia. La investigacién comparativa e
interdisciplinaria de los fundamentos, centrada en estos elementos es,
por tanto, esencial para la resolucién eficaz de los problemas y las refor-
mas politicas, en el ambito del derecho y la tecnologia mas que nunca.

Diacrénicamente, los planificadores de estrategias, los politicos
y las empresas tecnoldgicas, asi como los organismos encargados de
hacer cumplir la ley y los servicios de inteligencia, parecen haber dado
mas importancia a las nuevas puertas que se abren y a las oportunida-
des que ofrecen tecnologias como la IA en los ambitos de la aplicacién
de laley ylajusticia. Por otro lado, la teoria y la investigacién juridicas
suelen hacer hincapié en los posibles peligros que un uso descontrola-
do y no supervisado de la IA puede causar para la intimidad, los dere-
chos de proteccién de datos y los requisitos del estado de derecho en
materia de fiabilidad, transparencia, objetividad, no discriminacién y
rendicién de cuentas. El hecho de que, comparado con los avances tec-
noldgicos anteriores, el empleo de la IA en el control de la delincuencia
y la justicia penal pueda dar lugar a amenazas mas amplias, inmedia-
tas y de multiples niveles para los derechos y libertades establecidos,
vuelve necesaria, segiin algunos expertos, una prohibicién amplia de
aplicaciones especificas, que se identifican como altamente intrusivas
y particularmente peligrosas para las personas y la sociedad. A pesar
de esta preocupacion, en el presente capitulo de se ha argumentado
que, en consonancia con la aparente inevitabilidad de la expansién de
laIA, laatencién principal debe centrarse en construir los algoritmos y
programar las maquinas de acuerdo con las exigencias normativas de
cuatro principios fundamentales: la dignidad humana, la proporcio-
nalidad, la igualdad y la justicia procesal.
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Renegociar el contrato social. La
Inteligencia Artificial en la vigilancia
predictiva y su impacto en la legitimacion
del control social a través de los poderes
coercitivos del Estado

Nandor Knust*

Introduccion

La funcién general del derecho penal es ser el instrumento ultima
ratio del Estado para garantizar el orden y la paz sociales. La razén de
ser del poder publico, es decir, la salvaguarda de la libertad y la dig-
nidad humana de todos los individuos, puede discernirse en las no-
ciones de contrato social y Estado de Derecho, que definen y rigen
nuestra existencia social en comunidad y sociedad.

El contrato social es un acuerdo para formar una entidad que, por
definicidn, es algo mas que una mera agregacion de intereses y vo-
luntades individuales. Mediante la renuncia colectiva a los derechos
y libertades de que goza el individuo en el “estado de naturaleza” y la
transferencia de estos derechos al ente colectivo, se forma una nueva
“persona” (soberano/estado). Esta version del contrato social incluye la
idea de deberes reciprocos: El soberano/estado se compromete con el
bien de los individuos y, a su vez, cada individuo se compromete con
el bien coman. Esta construccién social esta respaldada y controlada
por el concepto de Estado de Derecho. Las autoridades ptblicas de los
Estados de derecho tienen el mandato de salvaguardar la libertad y la
dignidad humana de todos los individuos.

En las sociedades modernas, el control social y la paz se mantie-
nen gracias a los sistemas policiales y de justicia penal, autoridades

* Profesor asociado de la UIT. Universidad Artica de Noruega.
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que toman decisiones con consecuencias serias para las libertades y la
conducta de las personas. Recientemente, estas decisiones se ven cada
vez mas influenciadas por algoritmos especiales destinados a prede-
cir conductas delictivas y por las correspondientes acciones policiales
preventivas. El creciente uso de software predictivo por parte de la po-
licia crea el riesgo de un uso generalizado y descontrolado de datos y
metadatos.! La integracion de algoritmos incomprensibles y cada vez
mas auténomos en los sistemas de toma de decision de las fuerzas del
orden y la justicia penal amenaza seriamente las ideas antes mencio-
nadas del contrato social y el Estado de Derecho. Estos nuevos algo-
ritmos son capaces de decidir por si mismos qué y cémo aprenden y
seleccionan, lo que los vuelve no solo opacos para las personas sin los
conocimientos tecnoldgicos necesarios, sino que, debido a su inmen-
sa complejidad en el proceso de toma de decisiones, pueden incluso
constituir una caja negra para sus desarrolladores.? Esta evolucién
supone un cambio profundo en los procesos de toma de decisién de
la policia y de la justicia y, por lo tanto, modifica también la relacién
entre la policia y la sociedad.?

Las caracteristicas de este nuevo tipo de algoritmos plantean va-
rias cuestiones sobre el papel de la inteligencia artificial en el control
social, pero también en el cambio de las expectativas normativas y
la previsibilidad de la accién estatal. Los procesos automatizados de
toma de decisiones de este tipo tienen implicaciones enormes para
la organizacién estructural de las instituciones para la prevencién
del delito, control de la delincuencia y justicia penal. Con este telén
de fondo, este capitulo analiza si el cambiante panorama del control
de la delincuencia por medio de la vigilancia predictiva requiere una
“renegociacion” del contrato social entre el Estado, como detentor del
monopolio del poder, y sus ciudadanos.

1. Mozur, Paul; Xiao Muyi y Liu, John, “An Invisible Cage: How China Is Policing the
Future”, en The New York Times, 26/06/2022. Disponible en: https://www.nytimes.
com/2022/06/25/technology/china-surveillance-police.html

2. Esposito, Elena, “Transparency Versus Explanation: The Role of Ambiguity in Legal
AT”, en Journal of Cross-disciplanary Reseach in Computational Law. Disponible en: https://
journalcrcl.org/crcl/article/view/10/8.

3. Egbert, Simon; Esposito, Elena; Heimstitt, Maximilian, “Vorhersagen und
Entscheiden: Predictive Policing in Polizeiorganisationen”, en Soziale Systeme, 2021,
pp. 26,189y 191.
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El Derecho y el contrato social

El Derecho es una parte esencial en la estructura de los Estados
nacionales democraticos y en el disefio del orden social en la sociedad.
La sociedad se basa en la comunicacién como unidad de enunciado,
informacién y comprension, y esta conformada por comunicaciones
contingentes. El Derecho y otros sistemas sociales se diferencian fun-
cionalmente unos de otros por el uso de su propio cédigo binario para
diferenciarse dentro de sus fronteras funcionales y delimitar otros sis-
temas sociales. Asi, los sistemas producen y dan forma a sus propios
elementos por si mismos segiin sus propios cédigos binarios de dife-
renciacion y, como tales, operan (comunicindose) de forma auténo-
ma.’ El sistema juridico funciona por si mismo diferenciando si algo
eslegal oilegal. Este cddigo de diferenciacion y el hecho de que el Esta-
do sea el legitimo detentor del monopolio del poder para garantizar el
orden y la paz social permiten a las fuerzas policiales utilizar su poder
para intervenir en las esferas protegidas de los ciudadanos. Cuando el
ordenamiento juridico define una actividad observada como un acto
potencialmente “ilegal”, el Estado puede utilizar su poder para hacer
frente a la posible fechoria con el fin de restablecer el orden y la paz
sociales. Esta intervencién del Estado mediante el uso de la fuerza
esta regulada por un complejo sistema de controles y equilibrios, en
el que se sopesan las libertades individuales y la obligacion del Estado
de garantizar la paz y la estabilidad. Pero, aunque el sistema juridico
funcione por si solo, puede verse influido por otros sistemas y su co-
municacién a través de acoplamientos estructurales.® Por lo tanto, la
sociedad y sus sistemas sociales estin estimulados por varias fuentes
diferentes y, en tltima instancia, se basan en su propia contingencia.”

La ley y su legitimidad se basan en procesos democraticos y en
el sistema de libertad individual y derechos humanos. Como ya se ha

4. Nobles, Richard y Schiff, David, “Using Systems Theory to Study Legal Pluralism:
What Could Be Gained”, en Law & Soc’y Rev, 2012, pp. 265-270.

5. Andersen, Simon Calmar, “How to Improve the Outcome of State Welfare Services.
Governance in A Systems-Theoretical Perspective”, en Public Administration, 2005.

6. Idem.

7. King, Michael y Thronhill, Chris, Luhmann on Law and Politics: Critical Appraisals and
Applications, Oxford, Hart Publishing, 2006, p. 8.
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mencionado, una pluralidad de sistemas interactivos se comunica en-
tre si en el seno de la sociedad, configurandola mediante sus interac-
ciones. Por un lado, las normas juridicas impregnan la sociedad y se
convierten en parte integrante de las esferas politica y social, con una
profunda influencia en los ambitos puablico y privado de la sociedad.
Por otro lado, el Derecho y su funcién deben ajustarse a nuevas irri-
taciones, impulsos y retos como los cambios institucionales debidos
a la creciente especializacién y a una complejidad cada vez mayor en
las sociedades modernas impulsadas por la tecnologia. Estos ajustes
constantes se plasman en un sistema generalizado de comunicacidn,
que facilita las interacciones del sistema juridico con otros sistemas
sociales.® Las sociedades modernas se basan en la comunicacién en
tiempo real y se diferencian por funciones sociales que se expresan
comunicativamente. Por lo tanto, la sociedad continua y constante-
mente conformada e impulsada por el desarrollo de sistemas comuni-
cativos y procesos especificos y basados en el conocimiento, la toma de
decisiones y la discursividad.® Esto es muy importante para entender
el uso de la informacién y la comunicacién basado en el software de vi-
gilancia predictiva. Estos programas informdticos producen constan-
temente informacién que las fuerzas del orden utilizan e integran en
su propia comunicacién. Y el sistema juridico utiliza esta informacién
para decidir sobre posibles actividades policiales.

Esta evolucion no es exclusiva del sistema juridico. Mas general-
mente, puede observarse que el discurso dentro de las sociedades se
esta volviendo muy tecnoldgico y que los dispositivos tecnoldgicos son
partes (semi)auténomas de esta comunicacion. El auge de sistemas de
libre acceso como ChatGPT esta produciendo cambios drasticos en las
interacciones sociales, las comunicaciones y los intercambios al cons-
truir y proporcionar contenido propio dentro de la comunicacién. Es-
tas tendencias también afectan a la comunicaciéon dentro del sistema
juridico y, por tanto, podrian provocar una desestabilizacion de sus

8. Sand, Johanne Inger, “Changing Forms of Governance and the Role of Law -
Society and its Law, Arena Working Paper”, University of Oxford. Disponible en:
https://www.sv.uio.no/arena/english/research/publications/arena-working-pa-
pers/1994-2000/2000/00_14.html [fecha de consulta 05/04/2024]

9. Idem.
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procesos internos.” La externalizacién de la toma de decisiones a es-
pecialistas o instituciones especializadas se ha convertido en una par-
te esencial del sistema juridico.” La informacién que debe procesarse
en la toma de decisiones juridicas es cada vez mas compleja y adopta
la forma de discursos fragmentados y plurales, que dependen en parte
de puntos de vista externos y de la participacién de otros actores, lo
que conduce a una mayor reflexividad.” Esta complejidad, basada en
el cambio constante y la integracién de las nuevas tecnologias en el
discurso, conduce a un aumento de la incertidumbre, que estd influ-
yendo en la racionalidad de las decisiones juridicas. Como resultado,
el sistema juridico se ve desestabilizado y cuestionado por las formas
de comunicacién tecnoldgica dentro y fuera del sistema, lo que pro-
voca graves consecuencias para las funciones del sistema juridico, asi
como para su interaccion con los individuos y otros sistemas sociales.”
Tomando eso en cuenta, ;qué significa para el contrato social, la vigi-
lancia predictiva y el uso de la Inteligencia Artificial?

La ley es un actor importante en el contrato social entre el Esta-
do y los individuos porque sirve para generar, satisfacer y estabilizar
las expectativas normativas de la sociedad y para resolver conflictos
basados en la ley y su aplicacién. El uso de la aplicacién de la ley es
la herramienta ultima ratio del Estado como propietario del monopo-
lio del poder para hacer cumplir las reglas normativas y garantizar el
orden social. Sin embargo, en la actual sociedad del riesgo empujada
por la tecnologia, las nuevas innovaciones e impulsos tecnolégicos
no siempre se incorporan firmemente al ordenamiento juridico ni se
traducen adecuadamente en normas o reglamentos juridicos especifi-
cos, ni el disefio actual de la infraestructura juridica puede responder
eficazmente a los desafios sociales actuales.” La extension de nuestra
realidad e interaccién social hacia un entorno digital dificulta que el
sistema juridico genere y estabilice expectativas, procese la enorme

10. Idem.

11. Knust, Nandor, Socio-legal foundation for public-private partnerships in the system of
anti-money-laundering and counterterrovism financing, Propuesta para PartFin Project.

12. Giddens, Anthony, The Consequences of Modernity, Stanford, Stanford University
Press, 1990.

13. Sand, Johanne Inger, op. cit.
14. Idem.
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cantidad de informacién adicional que este entorno digital sigue pro-
duciendo y resuelva nuevas formas de conflictos. Ademas, no existe
un intercambio automatico entre las esferas social y juridica, sino que
siempre se requiere la traduccién a un cédigo que el otro sistema pue-
da entender.” Sin embargo, aunque una de las funciones centrales del
Derecho en el contrato social es reducir la complejidad de las distintas
esferas sociales para incrementar la previsibilidad y predictibilidad,
no cualquier impulso o irritacién puede traducirse siempre al cédigo
juridico y conducir a la creacién y satisfaccién de expectativas norma-
tivas. Pero si el derecho ha de cumplir su funcién de generar y satis-
facer expectativas normativas en la sociedad, sus operaciones deben
estar limitadas por las funciones y racionalidades especificas de la ley.”

La complejidad es una caracteristica clave de la toma de decisio-
nes en las sociedades modernas en términos de decisiones diversas
que deben tomarse simultineamente, creando asi una pluralidad de
irritaciones incontrolables multiplicadas por las comunicaciones e in-
teracciones entre los diversos responsables y actores de la sociedad.”
La acumulacién de un gran nimero de interacciones constituye la
complejidad. La contingencia es otro efecto secundario inevitable de la
acumulacién de decisiones selectivas.” Las decisiones de gran comple-
jidad y contingencia pueden conducir en tltima instancia a una mayor
opacidad e inestabilidad.>

El auge de las nuevas tecnologias y del procesamiento, la dife-
renciacion y la comunicacién digitales afecta fuertemente al sistema
juridicoy a la aplicacién de la ley, de modo que las demandas de cohe-
rencia y simplicidad del sistema juridico y su razonamiento son cada
vez mas dificiles de satisfacer.?” Esto también afecta a la toma de deci-

15. El concepto de traduccién/diccionario entre juristas e informaticos centrado en el
uso de las nuevas tecnologias para el control de la delincuencia es el principio rector
para el grupo de investigacion sobre control de la delincuencia y seguridad de la UIT.
Disponible en: https://uit.no/research/crimecontrol [fecha de consulta 05/04/2024].

16. Sand, Johanne Inger, op. cit.

17. Idem.

18. Luhmann, Niklas, Das Recht der Gesellschaft, Frankfurt, Suhrkamp, 1995, p. 288 y ss.
19. Luhmann, Niklas, Ausdifferenzierung des Rechts, Frankfurt, Suhrkamp 1981, p. 200y ss.
20. Sand, Johanne Inger, op. cit.

21. Idem.
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siones juridicas dentro del propio sistema juridico, asi como al uso de
informacién procedente de fuera del sistema juridico que se introduce
en él y también en el sistema policial por medio de la obtencién de
pruebas.’? En la actualidad, el sistema juridico se enfrenta a tal sobre-
carga (tan cuantitativa como cualitativa) de informacidn que estd a
punto de alcanzar sus limites funcionales.?> Una forma de responder
a estos limites funcionales es trasladar la resolucién de conflictos a
otros sistemas mediante su externalizacién, como puede observarse
en el contexto de los sistemas de sanciones administrativas, o en el
uso de nuevas formas de toma de decisiones, como resolucién alterna-
tiva o informal de conflictos.* Las nuevas tecnologias, como los pro-
gramas informaticos de toma de decisiones o de vigilancia predictiva,
también se utilizan cada vez mds para ampliar los limites funcionales,
manejar la enorme masa de informacion existente y hacerla utilizable
para el sistema juridico y policial.

Este desarrollo plantea un desafio extremo a la racionalidad del
sistema de aplicacion de la ley, dado su fuerte enfoque en la previsibi-
lidad, la transparencia, la estabilidad y la independencia y autonomia
del sistema juridico respecto a otros sistemas.> En términos mds gene-
rales, la reflexividad interna de la ley requiere aceptar elementos dis-
cursivos mas diversos, complejos y cambiantes en la ley y, por lo tanto,
hacer frente a una creciente inestabilidad, opacidad e incertidumbre
como parte de sus patrones internos de razonamiento y dindmica, lo
que conduce a un aumento de los riesgos sociales en la aplicacion de la
ley.?¢ Esto, sin embargo, plantea varios interrogantes, especialmente

22. South China Morning Post, "Chinese Scientists Develop Al ‘Prosecutor’ That Can
Press Its Own Charges", 26/12/2021. Disponible en: https://www.scmp.com/news/chi-
na/science/article/3160997/chinese-scientists-develop-ai-prosecutor-can-press-its-own
[fecha de consulta 05/04/2024].

23. Sieber, Ulrich, “The New Architecture of Security Law - Crime Control in the Global
Risk Society”, Alternative Systems of Crime Control, Berlin, Duncker, Humblot, 2018, pp. 3-38.
24. Para més informacidn, véase el Grupo de Investigacién Otto Hahn sobre Sistemas
Alternativos e Informales de Control de la Delincuencia y Justicia Penal. Disponible
en: https://csl. mpg.de/research-groups/crime-control-and-criminal-justice [fecha de
consulta 05/04/2024].

25. Knust, Nandor, “Not criminal responsible in Norway - a brief overview of Section 20 and
July 22”, Canada, en Canadian Justice Report, 2023.

26. Sand, Johanne Inger, op. cit.
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en lo que respecta al derecho penal y a la aplicacion de la ley, ya que se
tiene en alta estima salvaguardar el régimen de los derechos humanos
y las normas minimas de proteccién de los ciudadanos frente a un Es-
tado excesivamente dominante.

Orden social, proporcionalidad y contrato social

Un deber negativo fundamental de los Estados constitucionales
liberales y de las comunidades internacionales es limitar las medidas
coercitivas oficiales que restringen la libertad individual y significan
una amenaza directa parala dignidad humana. Esto se logra consagran-
do la definicién de los derechos individuales fundamentales y humanos
en términos constitucionales y legales. Al mismo tiempo, los Estados y
las instituciones democraticas modernas tienen el deber positivo de ga-
rantizar activamente el ejercicio irrestricto de estos derechos. Esto se
traduce a menudo en la necesidad de introducir medidas de seguridad
y coercitivas para prevenir las amenazas contra la libertad y la dignidad
humana y proteger al pablico. Ademas de los instrumentos preventivos
de control de la delincuencia, los sistemas de justicia penal deben estar
disefiados para hacer frente, de manera eficaz y justa, a cualquier inje-
rencia grave en las libertades, los derechos humanos individuales y los
derechos juridicos colectivos de otras personas.”

Las garantias fundamentales de los derechos humanos, los meca-
nismos eficaces de seguridad y prevencién y el funcionamiento de los
sistemas de justicia penal contribuyen indudablemente a asegurar la
paz social en el mundo globalizado de hoy. Pero el deber positivo de
proteger activamente la libertad y la dignidad humana suele entrar en
conflicto con el deber negativo de salvaguardar las libertades humanas
de la usurpacién por parte de los poderes del Estado. Esto requiere
un equilibrio constante entre los deberes positivos y negativos del Es-
tado. La concepcién y la aplicacién del principio de proporcionalidad

27. Billis, Emmanouil; Knust, Nandor y Rui, Jon-Petter, “Kiinstliche Intelligenz
und der Grundsatz der Verhiltnismafligkeit”, en Digitalisierung, Globalisierung und
Risikoprivention: Festschrift fir Ulrich Sieber zum 70. Geburtstag Vol.2, Berlin, Duncker &
Humblot, 2021, pp. 693-703.
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desempefian un papel vital en la bisqueda de los medios adecuados
para alcanzar este equilibrio.?

El principio de proporcionalidad y las garantias de justicia y de-
rechos humanos son piedras angulares del Estado constitucional de-
mocratico y social. Al mismo tiempo, la cuestién de la eficacia es un
elemento esencial de las estrategias actuales en la lucha contra la de-
lincuencia, los mecanismos de resolucion de conflictos y los modelos
de sancién.” Eficacia y proporcionalidad pueden entenderse como
conceptos a la vez opuestos e interdependientes.*® Los avances tecno-
légicos acelerados de la sociedad global del riesgo actual son un desa-
fio parala prevencién y persecucién del crimen. Esto lleva a cuestionar
los conceptos tradicionales de eficacia/eficiencia y proporcionalidad y,
por lo tanto, los modelos de control de la delincuencia deben ajustarse
u otros nuevos deben crearse.”” No obstante, siguen entrando en jue-
go los dos problemas clave del principio de proporcionalidad que son
bien conocidos: la falta de una definicién precisa y concluyente de sus
elementos individuales y su inconmensurabilidad. **

Cuando un Estado interfiere en la libertad de una persona, esta
obligado a actuar dentro de los estrictos limites del sistema del Estado
de Derecho. En primer lugar, las intervenciones en las libertades y los
derechos individuales de una persona deben estar reguladas por ley.*
La segunda norma bdsica es el requisito de proporcionalidad. Las apli-
caciones de IA se basan principalmente en el andlisis de datos asistido
por algoritmos, lo que requiere la recopilacién de grandes cantidades
de datos en bruto, lo que llamamos Big Data. La recopilacién de da-
tos personales por parte de las autoridades estatales en el contexto del
control de la delincuencia puede constituir una colisién con el Art. 8

28. Idem.
29. Idem.
30. Idem.
31. Idem.

32. Duff, Anthony, "Proportionality and the Criminal Law: Proportionality of What to
What?", en Proportionality in Crime Control and Criminal Justice, Oxford, Hart Publishing,
2021.

33. Dorsen, Norman, Comparative Constitutionalism: Cases and Materials, 4ta edicién,
Eagan, West Group, 2003, pp. 43-44.
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de la Convenio Europeo de Derechos Humanos (CEDH).** “Vida priva-
da” incluye cualquier informacidn relativa a una persona fisica iden-
tificada o identificable. El Tribunal Europeo de Derechos Humanos
ha dictaminado que no sélo los datos personales directos entran en
el ambito de proteccion del Art. 8; basta con que la informacién sea
suficientemente detallada como para crear o establecerlaidentidad de
la persona.” Por tanto, toda informacién que conduzca o pueda con-
ducir a la identificacién de una persona se considera dato personal.
De ahi que incluso la informacién publica recolectada y almacenada
sistemdticamente en archivos por las autoridades publicas pueda caer
dentro dela proteccion de la “vida privada”.*® En el caso de los sistemas
policiales predictivos, esto puede significar que la recogida y almace-
namiento de datos, que es un requisito previo para cualquier tipo de
sistema policial predictivo, ya constituye una injerencia en la vida pri-
vada segin el articulo 8 de la CEDH.

El andlisis de datos personales o datos personalizados constituye
una injerencia sustancialmente diferente en la intimidad comparada
con la recoleccién y almacenamiento de datos personales.’” La primera
diferencia y la mas significativa entre la recoleccién y almacenamiento
y el andlisis de datos es que —basiandose en las correlaciones— el propio
andlisis “produce” informacién nueva y previamente desconocida sobre
el individuo.?®* Ademas, el andlisis de datos personales conocidos tam-
bién tiene el potencial de crear y revelar nuevos datos personales.*® La
nueva informacién sobre una persona puede ser un dato personal sensi-

34. Brinkhoff, Sven, “Big Data Data Mining by the Dutch Police: Criteria for a Future
Method of Investigation”, en European Journal for Security Research 2, 2017, pp. 57y 60.
35. TEDH, P. & S. / Polonia, N° 57375/08, 30/10/12, ap. 130.

36. TEDH, Shimovolos / Rusia, Nr. 30194/09, 21/06/2011, ap. 55.

37. Buckley, Chris; Mozur, Paul y Ramzy, Austin, “How China Turned a City Into a
Prison”, en The New York Times, 2019. Disponible en: https://www.nytimes.com/inter-
active/2019/04/04/world/asia/xinjiang-china-surveillance-prison.html [fecha de con-
sulta 05/04/2024]

38. Billis, Emmanouil; Knust, Nandor y Rui, Jon-Petter, op. cit.

39. Temme, Merle, “Algorithms and Transparency in View of the New General Data
Protection Regulation”, en European Data Protection Law Review 3, 2017, pp. 473-478;
Wachter, Sandra y Mittelstadt, Bernt, “A Right to Reasonable Inferences: Re-Thinking
Data Protection Law in the Age of Data and AI”, en Columbia Business Law Review 2019,
DP. 494, 559, 577, 615 y 617.
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ble, especialmente cuando los datos pueden establecer un vinculo entre
una persona y un acto delictivo, sentando asi las bases para la apertu-
ra de una investigacién por parte de las fuerzas de seguridad. Aqui, el
problema de la incertidumbre y la falta de previsibilidad desempefan
un papel vital. Los sistemas modernos de IA y sus algoritmos producen
nuevos conocimientos y una pluralidad de realidades, especialmente si
estos sistemas utilizan Big Data para crear contenidos. La cuestién de
hasta qué punto puede entenderse la produccién de este contenido es
vital para el sistema de control de la delincuencia y sus destinatarios.
Si el sistema funciona de forma incomprensible* —es decir, que no es
transparente para el ptblico en general ni explicable para los expertos—
se suele calificar como un “dilema de caja negra”. El hecho de que los
algoritmos operen a nivel estadistico -y no a nivel de causa y efecto—-
agrava el problema e incluye el riesgo de que la informacién obtenida
por los algoritmos sea sesgada, discriminatoria y poco fiable.** Las ac-
ciones estatales intrusivas resultantes de la aplicacién del poder y la
violencia contra un individuo, como las investigaciones penales, las de-
tenciones y las sanciones, podrian, por tanto, resultar en intervenciones
e injerencias graves en la esfera privada de los individuos.

Siguiendo la idea del contrato social, el Estado solo puede in-
tervenir en las esferas protegidas de sus ciudadanos en situaciones

40. Ohm, Paul, “Changing the Rules: General Principles for Data Use and Analysis”,
Privacy, Big Data and the Public Good: Frameworks for Engagement, 2014, pp. 100; Burell, Jen-
na, “How the machine ‘thinks” Understanding opacity in machine learning algorithms”, en
Big Data & Society, 2016, pp. 1-10. Disponible en: https://doi.org/10.1177/205395171562.2512
[fecha de consulta 05/04/2024]; Kuner, Christoph y otros, “The Rise of Cybersecurity
and Its Impact on Data Protection”, en International Data Privacy Law, 2017, pp. 73 -75;
Rademacher, Timo, “Predictive Policing im deutschen Polizeirecht”, AGR, 2017, pp. 366,
376-377; Kuner, Christophery otros, “Expanding the artificial intelligence-data protection
debate”, en International Data Privacy Law 8, 2018, pp. 289, 290-291; Wischmeyer, Thomas,
“Regulierung intelligenter Systeme”, AGR, 2018, pp. 1, 42-65.

41. Rubinstein, Ira S., “Big Data: The End of Privacy or a New Beginning”, International
Data Privacy Law 3, 2013, pp. 74-76; Mittelstadt, Brent Daniel, “The ethics of algorithms:
Mapping the debate”, en Big Data & Society 3, 2016, p.6. Disponible en: https://doi.
0rg/10.1177/2053951716679679 [fecha de consulta 05/04/2024]; Wachter, Sandra y Mit-
telstadt, Bernt, “A Right to Reasonable Inferences: Re-Thinking Data Protection Law
in the Age of Data and AI”, en Columbia Business Law Review, 2019, pp. 494-502..

42. Zhabina, Alena, “How China’s Al Is Automating the Legal System”, 01/20/2023.
Disponible en: https://www.dw.com/en/how-chinas-ai-is-automating-the-legal-sys-
tem/a-64465988 [fecha de consulta 05/04/2024].

195

IA - Kleiman.indd 195 21/3/2025 14:13:27


https://doi.org/10.1177/2053951715622512
https://doi.org/10.1177/2053951716679679
https://doi.org/10.1177/2053951716679679
https://www.dw.com/en/how-chinas-ai-is-automating-the-legal-system/a-64465988
https://www.dw.com/en/how-chinas-ai-is-automating-the-legal-system/a-64465988

COLECCION DOCTRINA

especificas, que deben estar claramente establecidas por ley. Tanto la
recoleccién y almacenamiento de Big Data como su andlisis son “intru-
siones” en la vida privada de un individuo y, por tanto, deben tener un
fundamento juridico estricto. Para cumplir esta obligacién derivada
del principio de legalidad, no es necesaria una ley parlamentaria. Lo
importante aqui es el principio de previsibilidad: garantizar que la in-
tervencion estatal sea previsible para el individuo.

El principio de proporcionalidad comprende varios elementos
que se expresan con pequefas variaciones en los distintos ordena-
mientos juridicos. Su aplicacién también puede diferir en cierta me-
dida, por ejemplo, en funcién del elemento al que se conceda mayor
peso. No obstante, esto parece ser mas una cuestién de conceptuali-
zacion y aplicacion practica que de contenido y realidades. Se pueden
identificar cuatro puntos clave para cumplir con los requisitos de una
prueba de proporcionalidad en el Estado de Derecho:

« lainjerencia debe perseguir un fin legitimo,

« debe ser adecuada y necesaria para este fin,

« laintervencién (cumple la condicién anterior) debe sopesarse

con el derecho humano a proteger,

« lanecesidad legitima de la injerencia debe tener mas peso que
el derecho humano objeto de la injerencia (adecuacién o pro-
porcionalidad en un sentido estricto).

Sin embargo, el uso de la IA en el control de la delincuencia —espe-

cialmente con programas incomprensibles— choca con los limites del
modelo tradicional de proporcionalidad.

Aplicacion de la ley, nuevas tecnologias
y contrato social

Las fuerzas policiales son organizaciones formales con mecanismos
de toma de decisiones propios, que tienen un enorme impacto sobre los
individuos y la sociedad en general.® La gravedad de sus decisiones y la
ejecucion de sus acciones estan facultadas y legitimadas por el contrato
social entre el Estado y sus ciudadanos. Como se ha destacado anterior-

43.Egbert, Simon; Esposito, Elena; Heimstatt, Maximilian, “Vorhersagen und Entscheiden:
Predictive Policing in Polizeiorganisationen”, en Soziale Systeme, 2021, pp. 189-190.
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mente, las fuerzas del orden aplican medidas preventivas generadas por
estrategias de toma de decisiones que utilizan nuevas tecnologias con
algoritmos especiales para predecir conductas delictivas.

Este uso de programas informadticos especificos para la actuacién
policial predictiva esta en consonancia con la observaciéon generalizada
de que el desarrollo general del analisis algoritmico de datos median-
te técnicas de aprendizaje automatico y la disponibilidad de Big Data
estan cambiando el complejo social tanto de las sociedades nacionales
como de la comunidad internacional. Algunos de estos nuevos sistemas
pueden decidir por si mismos qué y como aprenden y se desarrollan.*
Estos algoritmos de aprendizaje automatico tienen la capacidad de de-
finir o modificar las reglas de toma de decisiones de forma auténoma.*
Esta interaccion entre el uso de meta conjuntos de datos y el aprendiza-
je profundo crea un complejo proceso de toma de decisiones.* Debido a
su complejidad y a su autorreferencia cerrada, estos sistemas son poco
transparentes e incomprensibles para los humanos. Incluso los infor-
maticos, incluidos los desarrolladores de los algoritmos, pueden no
comprender como procede la maquina y sobre qué premisas toma las
decisiones.”” Las caracteristicas de este nuevo tipo de algoritmos plan-
tean interrogantes sobre las implicancias de esta incomprensibilidad
para la toma de decisiones en los organismos de vigilancia.

Para una mejor comprensién -y para una mejor discusién de los
diferentes modelos de prevencién hacia el final de este capitulo-es ne-
cesario distinguir dos variantes de prediccion algoritmica de la delin-
cuencia.*® Siguiendo a Egbert, Esposito y Heimstadyt, el criterio clave
para la distincién es el grado de comprension que pueda alcanzarse de

44. Burrell, Jenna, “How the Machine ‘Thinks: Understanding Opacity in Machine lear-
ning Algorithms”, Big Data & Society, 2016, pp. 3, 1, 5 y ss. Disponible en: https://jour-
nals.sagepub.com/doi/pdf/10.1177/2053951715622512 [fecha de consulta 08/04/2024].

45. Mittelstadt, Brent Daniel, “La ética de los algoritmos: Mapping the debate”, Big
Data & Society, 2016, pp. 1-3. Disponible en: https://doi.org/10.1177/20539517166796 [fe-
cha de consulta 08/04/2024].

46. Burrell, Jenna, op cit.

47. Esposito, Elena, “Transparency Versus Explanation: The Role of Ambiguity in Legal
ATI”, Journal of Cross-disciplanary Reseach in Computational Law 1, pp. 1-2. Disponible en:
https://journalcrcl.org/crcl/article/view/10/8 [fecha de consulta 08/04/2024]

48. Egbert, Simon; Esposito, Elena y Heimstatt, Maximilian, op. cit., pp. 189, 191y ss.
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las predicciones del programa.* Lo decisivo es en qué medida las per-
sonas que deciden sobre la difusién y la aplicacién de las predicciones
estan suficientemente informadas sobre las razones del procedimien-
to, sus criterios y el resultado creado.*°
«  Prediccion comprensible: Es un tipo de vigilancia predictiva que
utiliza programas de prondstico que generan predicciones in-
teligibles. La comprensibilidad se basa principalmente en el uso
de datos especificos de delitos y en una base tedrica relativa-
mente simple. La comprensibilidad de estas predicciones resul-
ta del hecho de que las predicciones se corresponden en gran
medida con los conocimientos previos de las fuerzas del orden.*
«  Prediccion incomprensible: El programa de prediccién incom-
prensible, por el contrario, se caracteriza por una pluralidad
de fuentes, como podrian ser diferentes teorias criminolé-
gicas, asi como distintos métodos de aprendizaje automa-
tico para la prediccién de probables actividades delictivas.
Otra diferencia clave es que estos sistemas informaticos ac-
ceden no solo a datos especificos de delitos, sino también a
muchos otros datos no especificos de delitos del conjunto de
Big Data.’* Como resultado, este nuevo sistema informatico
no sélo excede “el conocimiento de la aplicacién de la ley y el
programa de toma de decisiones”, sino también las fuentes
de datos tradicionales sobre la aplicacién de la ley, al utilizar
toda la informaciéon comprendida como Big Data.>
Dentro del concepto de contrato social, las partes/actores estatales
implicados deben utilizar el monopolio del poder de forma compren-
sible y transparente, y sus acciones deben ser eficaces y proporciona-
das. El sistema social de las fuerzas policiales consiste a través de la

49. Idem.
50. Idem.
51. Ibidem, p. 192.
52. Ibidem, p. 194.

53. Custers, Bart, “New Digital Rights: Imagining Additional Fundamental Rights for
the Digital Era”, en Computer Law & Security Review, 2022. Disponible en: https://doi.
org/10.1016/j.clsr.2021.105636 [fecha de consulta 08/04/2024].
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comunicacién,* que conduce a las decisiones™ y excluye simultinea-
mente otras posibilidades. La seleccién y toma de tales decisiones son
transparentes y estan directamente vinculadas al 6rgano decisorio.
Como resultado, se genera una forma de absorcién de la incertidumbre
que se reproduce en las operaciones del sistema, lo que produce nuevas
decisiones.*® De este modo, la contingencia y la arbitrariedad potencial
delas decisiones se ven cefiidas a premisas para la toma de decisiones o
programas de toma de decisiones que limitan la gama de opciones en-
tre las que se puede elegir en un momento dado.” Para mantener la ac-
tividad dentro de esta gama de opciones, los organismos encargados de
hacer cumplir la ley cuentan con normas y procedimientos especificos
que determinan qué tipo de actividad es correcta o incorrecta.”®* Dado
que las organizaciones funcionan mediante decisiones, los programas
de toma de decisiones determinan sus condiciones de correccién. En el
caso de las organizaciones, los programas de decisién pueden ser pro-
gramas condicionales o programas de propdsito.

«  Los programas condicionales adoptan la forma de “si-entonces”,
lo que significa que una condicién que debe cumplirse para
poner en marcha una determinada secuencia de decisiones:®
Si se denuncia un delito, las fuerzas del orden pueden iniciar
una investigacion.

o Los programas de propdsito se centran en un objetivo concretoy,
por tanto, legitiman los medios necesarios para alcanzarlo:*
Para crear un barrio mas seguro, es necesario instalar mas ca-
maras de vigilancia.

Obviamente, estas distinciones no siempre son claras, sino a me-

nudo mds bien borrosas y, por tanto, artificiales, y, sin embargo, la se-
paracion en estos dos tipos diferentes de programas y su abordaje de

54. Luhmann, Niklas, Die Gesellschaft der Gesellschaft, Frankfurt, Suhrkamp, 1997, p. 70.

55. Ibidem, p. 830 y ss.; Luhmann, Niklas, Organisation und Entscheidung, Backer, Dirk,
Opladen, Westdeutscher Verlag, 2000, p. 63.

56. Luhmann, Niklas, Organisation und Entscheidung, Bicker, Dirk, op. cit.
57. Ibidem, p. 222y ss.

58. Luhmann, Niklas, Das Recht der Gesellschaft, op. cit., p. 208 y ss.

59. Ibidem, p. 263 y ss.

60. Luhmann, Niklas, Organisation und Entscheidung, op. cit., p .265y ss.
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la incertidumbre vinculada al futuro es necesaria como herramienta
de observacién a efectos de andlisis.

La programacién condicional sigue la estructura de que toda acti-
vidad que no esté claramente marcada como permitida por el propio
programa estd prohibida:® Las fuerzas del orden sélo pueden “inter-
ferir” en los derechos de libertad individual de los ciudadanos si exis-
ten indicios claros de un posible delito y, por tanto, de una conducta
punible. Aunque sigue habiendo incertidumbre sobre las actividades
futuras de las fuerzas del orden, también se proporciona una cierta
estructura previsible debido a las indicaciones claras sobre cuindo y
como las fuerzas del orden pueden utilizar su poder/violencia contra
sus ciudadanos. El Estado esta limitado por las normas y garantias mi-
nimas de sus ciudadanos, que sélo pueden violarse en circunstancias
previamente establecidas, para garantizar el orden social y la paz para
la sociedad en general. Esto explica cierta previsibilidad y predictibili-
dad de las intervenciones del Estado en forma de actividades policiales.

Por el contrario, los programas de propésito siguen la idea de que
todo lo que no estd estrictamente prohibido estd permitido:* Las fuer-
zas del orden disponen de cierta flexibilidad dentro de los limites de su
jurisdiccién para experimentar, desarrollar y aplicar medios y méto-
dos para reducir la delincuencia en un territorio determinado. En este
caso, la incertidumbre sobre el futuro se mantiene, pero, en compara-
cién con los programas condicionales, es casi desestructurada. La predic-
tibilidad y previsibilidad de la accién estatal en forma de aplicacién de
laley son casi imposibles.

En una combinacién de los dos tipos de programas mencionados,
las fuerzas policiales son capaces de utilizar las experiencias pasadas
manteniendo al mismo tiempo una actitud abierta hacia el futuro. Este
enfoque retrospectivo y prospectivo suele entenderse como la natura-
leza represiva y preventiva de las actividades policiales. Al combinar
ambos programas, las fuerzas policiales disfrutan de una flexibilidad
mucho mayor. Sin embargo, esto es a costa de eludir las normas mini-
mas y el régimen de proteccidén que el contrato social introdujo en el Es-
tado democratico moderno. La separacion entre actividades represivas y

61. Ibidem, p. 263.
62. Ibidem, p. 266.
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preventivas es formalmente muy estricta, ya que tiene una importancia
juridica considerable si una actividad policial se lleva a cabo por moti-
VoS preventivos o represivos.® Como ya se ha mencionado, esta divisién
casi puede equipararse a la distincién entre programas condicionales y
programas de propésito, porque la mayoria de las actividades represivas
caben bajo los programas condicionales y la mayoria de las actividades
preventivas pueden resumirse dentro de los programas de propdsito.

Las fuerzas policiales centradas principalmente en actividades re-
presivas estan estrictamente reguladas por programas condicionales: El
agente policial sélo puede intervenir en determinadas esferas protegi-
das si una conducta determinada se clasifica como desviada. En estos
casos concretos, las fuerzas de seguridad no tienen margen de manio-
bra, por lo que la innovacién en el ejercicio de las actividades represivas
serd considerada una violacion de los derechos de los ciudadanos.* Esta
prohibicién de innovacién espontinea para las fuerzas policiales puede
considerarse la manifestacién de la previsibilidad y transparencia de la
actividad estatal por parte del propietario del monopolio del poder.

A diferencia de los organismos encargados de la aplicacion de la
ley que operan principalmente en el ambito de las operaciones preven-
tivas, que se centran en tareas mucho mas generales guiadas por pro-
gramas de propdsito e intentan enfrentar el futuro. La prevencién parte
de la premisa de que puede producirse un delito, pero no esta claro
quién, cudndo y dénde se cometera. Asi, las actividades preventivas no
se desarrollan en intervenciones precisas y predefinidas y se producen
de forma flexible e impredecible.®

Silos programas informaticos de prediccién algoritmica elaboran
predicciones sobre dénde puede producirse un determinado delito y
quién puede cometerlo, la policia puede intervenir de forma proactiva
antes de que se produzca el presunto delito. Estas medidas suponen
un cambio de una aplicacién de la ley reactiva a una proactiva, cuyo
objetivo es prevenir los delitos antes de que se cometan en lugar de de-
tener reactivamente a las personas por delitos que ya han cometido.*

63. Egbert, Simon; Esposito, Elena y Heimstatt, Maximilian, op. cit., pp. 189-200.
64. Idem.
65. Idem.
66. Idem.
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Pero esta forma de intervencién pone en entredicho toda la separa-
cién estructural entre programas de decision condicionales/represivos y
de propdsito/preventivos en la aplicacidon de la ley.

La desaparicion de la distincién entre programacién de prevencion/
propositoy programacion de represiva/condicional tiene su mayor impacto
en las predicciones policiales basadas en personas. La combinacién de
la programacion de prevencién/propdsito y la programacion de represion/
condicional conduce a una situacién en la que las predicciones algorit-
micas se traducen directamente en medidas contra las personas que
entrarian en la categoria de programas represivos/condicionales, que es-
tan por tanto mucho mas estrictamente regulados y cuentan con fuer-
tes salvaguardas.”” En la actuacion policial predictiva puede observarse,
por lo general, que la prevencién tiende a coincidir con la represion.
Como consecuencia de la falta de separaciéon entre ambos programas
de decisidn, se plantea la cuestion del tipo de programacién empleada
para orientar la actividad policial en su uso del programa predictivo y el
tipo de restricciones que aplica.®® Este contexto requiere un examen de
las salvaguardas legales establecidas y de los mecanismos de control y
balance como pilares clave del contrato social para la proteccién de las
personas frente a un Estado excesivamente fuerte y arbitrario. La de-
marcacién difusa entre los programas condicionales y de propdsito en la
aplicacién de laley provoca un giro hacia ideas de la aplicacién preventi-
va de laleyy el concepto de “cultura de control” de Garlands.® De hecho,
estos programas mixtos con predicciones informaticas pueden violar
principios y conceptos rectores basicos de las acciones estatales como la
proporcionalidad, la necesidad, la previsibilidad, etcétera.

Eluso de programas informaticos de prediccién incomprensibles y
comprensibles intensifica esta demarcacién difusa de la programacién
de decisiones de las fuerzas del orden. El software incomprensible en
particular tiene un impacto inmenso en la reconfiguracién de los pro-
gramas de decisién en el sector policial. Al incorporar técnicas de apren-
dizaje automaitico, el software incomprensible utiliza Big Data para crear

67. Ibidem, p. 201.

68. Hildebrandt, Mireille, “New Animism in Policing: Re-animating the Rule of Law”,
en The Sage Handbook of Global Policing, Londres, 2016.

69. Garland, David, Culture of Control: Crime and Social Order in Contemporary Society,
Oxford, Oxford University Press, 2001.
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predicciones que no proporcionan explicaciones causales sobre la infor-
macién subyacente a la toma de decisiones.” La ldgica del software sigue
el objetivo general del aprendizaje automatico: "proporcionar precisién
predictiva, incluso a expensas de la capacidad explicativa".”

Sin embargo, los objetivos se persiguen con medios destinados a
contribuir causalmente a sus objetivos, por lo que el reconocimiento
de las conexiones causales es esencial para los programas de propdsito.”
Asi pues, es necesario identificar las interrelaciones causales entre
medios y fines para limitar la total arbitrariedad de la programacién
y de las actividades de aplicacién de la ley basadas en la informatica.”

En la actualidad, la tecnologia se esta desarrollando tan rapida-
mente, cambiando las sociedades y la comunidad internacional a una
velocidad incontrolable, que incluso los desarrolladores de nuevos mo-
delos lingiiisticos como Chat GPT4 estan haciendo campafa por un
mejor control de las herramientas de inteligencia artificial.” El enor-
me impactoy la evolucidn a través de nuevos modelos lingiiisticos, que
también son usados en el control del crimen, puede considerarse un
salto cudntico, que lleva a los abordajes y conceptos de la aplicacion de
la ley de la era digital a la era cudntica. La construccién de cualquier
numero de contextos mediante el uso del conjunto infinito de Big
Data crea una pluralidad de realidades. Como sabemos por la teoria
cudntica, las realidades cambian en funcién de nuestra observacién.
Siguiendo el principio de incertidumbre, cuanto mds exactamente co-
nocemos la posicién de una particula en un sistema cuantico, menos
conocemos su momento lineal.”” E] mismo principio podria aplicarse

70. Egbert, Simon; Esposito, Elena y Heimstatt, Maximilian, op. cit.

71. Ibidem, pp. 189-202; Esposito, Elena, “Transparency Versus Explanation: The Role
of Ambiguity in Legal AI”, en Journal of Cross-disciplanary Reseach in Computational Law,
pp.- 1-2. Disponible en: https://journalcrcl.org/crcl/article/view/10/8 [fecha de consulta
08/04/2024].

72. Luhmann, Niklas, op. cit., p. 267y ss.

73. Egbert, Simon; Esposito, Elena y Heimstatt, Maximilian, op.cit, pp. 189-202.

74. Future of Life Institute, Pause Giant AI Experiments: An Open Letter. Disponible en:
https://futureoflife.org/open-letter/pause-giant-ai-experiments/ [fecha de consulta
08/04/2024]

75. Hilgevoord, Jan y Uffink, Jos, “The Uncertainty Principle”, en The Stanford
Encyclopedia of Philosophy, 2023. Disponible en: https://plato.stanford.edu/cgi-bin/en-
cyclopedia/archinfo.cgi?entry=qt-uncertainty. [fecha de consulta 08/04/2024].
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también a otros pares de caracteristicas de los sistemas cuanticos,
como la energia y el tiempo. El siguiente chiste describe la situacion
de la mejor manera posible:

Werner Heisenberg conduce por la carretera cuando lo para un agente de
transito. “Disculpe, seiior”, le dice el policia. “;Sabe a qué velocidad iba?”. “No”,
responde Heisenberg. “Pero sé exactamente donde estoy”.

El gato de Schrodinger es la descripcidn precisa de esta paradoja,
porque el gato no observado estd simultineamente muerto y vivo has-
ta que se ve realmente que estd vivo o muerto. El gato de Schrodinger
es una buena metéfora para los modelos de control de la delincuencia
y el uso de software predictivo, porque nunca podemos acercarnos a
la realidad con una precisién arbitraria, sino sélo con afirmaciones
estadisticas, centrandonos en una parte concreta. Por lo tanto, la pre-
diccién de una conducta probable desviada en la sociedad también se
basa en una afirmacién estadistica sobre la aproximacién del conoci-
miento humano, que, al convertir los pensamientos y la comunicacién
humanos en cédigos e interacciones numéricas, distribuye en ulti-
ma instancia una pluralidad de posibilidades, cada una de las cuales
puede realizarse de forma individual y/o simultinea. Este enfoque,
sin embargo, no predice un concepto clave del contrato social: el Es-
tado, como propietario del monopolio del poder, sélo puede utilizar
este poder de forma proporcionada, transparente y previsible, por lo
que las acciones se basan en decisiones comprensibles y entendibles.
Los ciudadanos deben comprender las normas existentes y actuar y
comportarse en consecuencia. En caso de una intervencién de las au-
toridades estatales, esta légica/fundamento para la intervencién debe
ser transparente y comprensible para los ciudadanos. De lo contrario,
el sistema estatal se convierte en un sistema totalitario arbitrario en el
que las acciones del Estado violan las ideas, normas y procedimientos
manifestados en el contrato social: el individuo transfiere su derecho
a usar la violencia/poder al Estado y, a cambio, el Estado, como pro-
pietario legitimo del monopolio del poder, debe garantizar el orden
y la paz sociales mediante acciones transparentes, proporcionadas y
basadas en el Estado de Derecho. ”

76. Stanford Law School, “Artificial Intelligence’ Makes the Court System More Just,
Efficient and Authoritative”. Disponible en: https://law.stanford.edu/china-law-and-
policy-association-clpa/articles/ [fecha de consulta 08/04/2024].

204

IA - Kleiman.indd 204 21/3/2025 14:13:27


https://law.stanford.edu/china-law-and-policy-association-clpa/articles/
https://law.stanford.edu/china-law-and-policy-association-clpa/articles/

INTELIGENCIA ARTIFICIAL Y ADMINISTRACION DE JUSTICIA

Por lo tanto, las medidas preventivas que puedan entrar en con-
flicto con los derechos y libertades individuales de los ciudadanos
deben adoptarse de forma muy estricta, proporcionada y previsible.
Cuanto menos intrusivas sean las acciones preventivas del Estado,
menos reguladas deben estar. De ahi que se hayan desarrollado una
pluralidad de “modelos preventivos” diferentes para regular las me-
didas estatales preventivas con el fin de mantenerlas dentro de los li-
mites de una sociedad pacifica y previsible.” Uno de estos modelos se
basa en un enfoque sanitario/médico, cuya légica subyacente fue tras-
ladada por Brantingham y Faust a la prevencién de la delincuencia.”

Sumodelo distingue tres niveles de prevencién de la delincuencia:

1. prevencion primaria, dirigida a modificar las condiciones cri-

mindgenas del entorno fisico y social en general;

2. prevencidon secundaria, dirigida a la identificacién e interven-

cién tempranas en la vida de individuos o grupos en circuns-
tancias crimindgenas; y

3. Prevencidn terciaria, dirigida a la prevencién de la reinci-

dencia.”

La prevencion primaria de la delincuencia identifica las condiciones del
entorno fisico y social que ofrecen oportunidades para la delincuencia.
Este tipo de prevencién pretende cambiar las condiciones hasta el punto
de que no se cometa el delito. Se refiere a los esfuerzos para evitar que
los problemas se produzcan en primer lugar.* Esta prevencion primaria
de la delincuencia es la situacién de aplicacion de la ley preventiva clasica/
tipica descrita anteriormente, en la que todavia existe una distincién
muy clara entre programas preventivos/represivos o de propdsito/condicio-
nales. La probabilidad de que se produzca una violacién de los derechos
basicos y las libertades individuales es relativamente baja.

La prevencion secundaria de la delincuencia se ocupa de la deteccién
e identificacion precoz de los delincuentes potenciales e intenta inter-
venir en sus actividades actuales de manera que no se cometan delitos.

77. Muir, Rick, “Taking prevention seriously: the case for a crime and harm prevention
system”, en Strategic Review of Policing in England and Wales, 2021, p. 9y ss.

78.Brantingham, PaulJ-, Faust, Frederic L., “A Conceptual Model of Crime Prevention”,
en Crime & Delinquency, 1976, pp. 284-296.

79. Brantingham, Paul J; Faust, Frederic L., op. cit.

80. Muir, Rick, op. cit., pp. 1, 9.
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La idea rectora es la intervencién temprana, en una fase en la que un
problema empieza a desarrollarse, lo que permite prevenirlo antes de
que se manifieste.® En este caso, la intervencién en las esferas protegi-
das delalibertad individual y el canon de los derechos basicos y huma-
nos es ya mucho mds fuerte; por lo que nos encontramos aqui a medio
camino entre la distincién clasica de programas de finalidad y condicio-
nales. La prevencién terciaria de la delincuencia se ocupa de los delincuen-
tes reales e interviene en sus esferas privadas para evitar que cometan
mas delitos. Aqui, la intervencidn preventiva se centra en la gestién
de los problemas en curso, la evitacién de futuras crisis y la reduccién
de las consecuencias perjudiciales.® Asi pues, las medidas preventivas
se inscriben claramente en el régimen especial de los derechos funda-
mentales y las libertades individuales. En consecuencia, la prevencion
terciaria de la delincuencia implica la consideracién y aplicacién de todo
el canon de los derechos humanos y fundamentales. La intervencién
de las fuerzas policiales es tan fuerte que el individuo necesita la mejor
proteccion posible frente a las probables intervenciones arbitrarias del
Estado y su control.

Este modelo puede utilizarse como herramienta para analizar
las medidas represivas predictivas basadas en la informatica. Una
demarcacién clara entre medidas preventivas/represivas o programas
de propdsito/condicionales se hace casi imposible, lo que conduce a una
elusiéon de las normas minimas de proteccion establecidas por el con-
trato social y manifestadas por el Estado de Derecho general. Las tres
categorias mencionadas podrian servir de orientacién para establecer
una nueva matriz de categorizacién de un régimen de proteccién y
regulacion de las medidas predictivas de las fuerzas y cuerpos de se-
guridad. Esta herramienta de evaluacién y control podria ser la futura
pauta para la aplicacién de la inteligencia artificial y otras herramien-
tas informdticas en la actuacién policial predictiva. La divisién en tres
niveles de prevencion puede utilizarse para categorizar las respectivas
medidas y aplicar en consecuencia las normas minimas para los inte-
reses juridicos protegidos.

81. Idem.
82. [dem.
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Si no regulamos y limitamos la participacion de los sistemas au-
ténomos de toma de decisiones en el sistema de control social y aplica-
cién de la ley, permitiremos que algoritmos de aprendizaje auténomo
intervengan en la comunicacién social, dando lugar a interacciones
basadas en predicciones generadas por computadora. Esto elevaria la
idea general del contrato social y el Estado de Derecho a una nueva es-
fera: El contrato social entre los ciudadanos y el Estado se convertiria
en un contrato entre individuos y programas informdticos y el Estado
de Derecho en un Estado de algoritmos.
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Conciliar la Inteligencia Artificial y la
humana. Complementar y no suplantar la
sentencia judicial

Mathis Schwarze y Julian Roberts*

¢Como podria el aprendizaje automatico mejorar la toma de deci-
siones judiciales, o el proceso de imposicién de penas en general? Las
propuestas para incorporar la IA al proceso de imposicién de penas
van de lo modesto a lo ambicioso, desde el mero apoyo a los jueces
hasta su sustitucién total. La forma mas plausible para la contribu-
cién de la IA es una sentencia consultiva para guiar a los jueces. Dado
que el algoritmo aprende de los juicios humanos, nos referimos a esto
como Aprendizaje Algoritmico Humano o HAL (Human-Algorithmic
Learning) para abreviar. El HAL también puede enriquecer las senten-
cias mediante contribuciones a la orientacién proporcionada por las
Céamaras de Apelacién y, en un nimero creciente de jurisdicciones, los
lineamientos de sentencia.

Introduccidn

Este ensayo comienza apuntando brevemente algunas razones
por las que una sentencia producto de un aprendizaje automatico re-
presenta una alternativa poco convincente a la toma judicial de deci-
siones. Esta seccidén aborda la caracteristica central de la imposicién
de penas en los paises de common law: la audiencia de sentencia, que
constituye una fase distintiva del proceso penal. Segiin muchas pro-
puestas, la audiencia de sentencia se volveria innecesaria en la mayoria

* Profesor de la Universidad de Oxford y director ejecutivo de la Sentencing Academy.
En 2022 fue nombrado King’s Counsel (Honoris Causa) por sus contribuciones en
materia de sentencias internacionales. En 2021 fue galardonado con el Premio Sel-
lin-Glueck de la American Society of Criminology por su investigacién sobre la justicia
penal de manera internacional y comparativa.
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de los casos. La segunda seccidn explora algunos modos en los que la
IA podria complementar la toma de decisiones judiciales. Los sistemas
informaticos asistidos por computadora son el enfoque mas debatido
y ya se han aplicado varios desde al menos la década de 1980. En esta
seccion se analizan los problemas que plantea la construccién de una
base de datos adecuada y las ventajas de una sentencia consultiva deri-
vada de la IA. En la tercera parte se analizan brevemente otras formas
en que la IA podria mejorar el proceso de imposicién de penas, por
ejemplo, detectando fuentes de sesgo y desviaciones de los principios
para la imposicién de penas mis eficazmente que los medios conven-
cionales. También sefialamos formas inexploradas en que la IA podria
mejorar los lineamientos proporcionados a los tribunales.!

Por qué la IA debe complementar a los jueces,
no sustituirlos

Bagaricy Wolf? ofrecen una evaluacién optimista de las sentencias
informatizadas, argumentando que el proceso es “extremadamente
adaptable a una toma de decisiones informatizada™. Concluyen que
“la sentencia informatizada es preferible a la sentencia judicial”.* En
nuestra opinion, la imposicién de penas es menos adaptable a la com-
putarizacién de lo que sugieren, y es improbable que la IA sustituya la
toma de decisiones judiciales en la imposicién de penas, por razones
tanto tecnoldgicas como deontoldgicas. Las dificultades tecnoldgicas
de programar un “juez informatico” surgen de la naturaleza del razo-
namiento judicial, y de los desafios para introducir los datos relevan-
tes para decidir la condena.

El razonamiento juridico humano no es un proceso puramente 16-
gico. Algunas cuestiones juridicas pueden resolverse utilizando “reglas

1. Ryberg, Jesper; Roberts, Julian, Sentencing and Artificial Intelligence, New York, Oxford
University Press, 2022.

2. Bagaric, Mirko; Wolf, Gabrielle, “Sentencing by Computer: Enhancing Sentencing
Transparency and Predictability, and (Possibly) Bridging the Gap between Sentencing
Knowledge and Practice”, en George Mason Law Review, 2018, p. 681.

3. Stobbs, Nigel; Hunter, Dan; Bagaric, Mirko, “Can Sentencing Be Enhanced by the
Use of Artificial Intelligence?”, en Criminal Law Journal, 2017, p. 272.

4. Bagaric, Mirko; Wolf, Gabrielle, op. cit., p. 708.
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de manual” relativamente légicas. Sin embargo, los jueces se enfrentan
aveces a “casos dificiles” para los que las normas existentes son insufi-
cientes. Estos casos requieren la interpretacién de una norma o la crea-
cién de nuevas normas con referencia a “objetivos de politica publica
0 a los requisitos de la justicia”.’ Esta tarea requiere cualidades funda-
mentalmente humanas, como el sentido comun y la conciencia moral,
social y cultural.¢ Por su naturaleza, la condena de un delincuente es un
ejemplo de “caso dificil”. Funciona sobre la base de la discrecién judicial
y la individualizacién y tiene un elemento moral. Por lo tanto, sustituir
alos jueces sentenciadores por ordenadores requeriria una IA de “nivel
humano” o una “inteligencia general artificial” —el “santo grial” en este
campo- que sigue siendo dificil de alcanzar.’”

Tampoco esta claro como la IA podria ayudar a aclarar la relevan-
cia normativa de los elementos del proceso de imposicién de penas.
Supongamos una jurisdiccién en la que el poder legislativo ha prescri-
to que las sentencias deben ajustarse al principio de proporcionalidad
retributiva. El reto para los tribunales es aplicar este principio, por
ejemplo, teniendo en cuenta factores relacionados con la proporcio-
nalidad y descartando o restando peso a otros factores. En un régimen
de este tipo, el nivel de dafio infligido tendria mucho peso, mientras
que el riesgo de reincidencia del delincuente apenas tendria influencia
en la condena. A continuacidn, los jueces deben decidir cuales de los
multiples factores de la sentencia son relevantes para ese principio.
¢Es relevante el remordimiento? ;La premeditacién debe tener mucho
o0 poco peso? En la actualidad, los jueces toman estas decisiones indi-
vidualmente. Es dificil concebir cémo podria programarse la IA para
diferenciar los factores en funcién de su relevancia para una sentencia
proporcional. El aprendizaje automatico podria ser util, sin embar-
go, para determinar si los tribunales se ajustan de hecho al principio
de proporcionalidad.®

5. Dworkin, Ronald, “Judicial Discretion”, en The Journal of Philosophy, 1963, p. 628.

6. Susskind, Richard, “Detmold’s Refutation of Positivism and the Computer Judge”,
en The Modern Law Review 49, 1986, p. 133.

7. Boden, Margaret, AI: Its Nature and Future, Oxford, Oxford University Press, 2016, p. 21.

8. Chiao, Vincent. “Predicting Proportionality: The Case for Algorithmic Sentencing”.
Criminal Justice Ethics, 2018, pp. 238-261.
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Las preocupaciones éticas tienen su origen en la inaptitud de los
ordenadores para cualquier “funcién humana que implique respeto in-
terpersonal, comprensién y amor”.? Una comparacién entre la aplica-
cién de la IA al derecho y ala medicina lo ilustra. En el futuro, la mayoria
de los diagnésticos se realizaran a distancia mediante herramientas de
diagnéstico de IA y es probable que el movimiento hacia la “telemedi-
cina” se haya acelerado por la pandemia de 2020. No hay que subesti-
mar el papel de la empatia en la medicina (por ejemplo, cuando hay que
comunicar un diagndstico con consecuencias graves). Sin embargo, la
principal preocupacién de los pacientes es la exactitud del diagnéstico
y la eficacia del tratamiento posterior. A diferencia de la medicina, la
sentencia tiene una dimensién normativa. Y lo que es mas importante,
un ordenador seguramente seria menos eficaz a la hora de comunicar
una censura, ya que carece de un compromiso moral con su resultado.
Es probable que recibir una carta u otra forma de comunicacién tenga
menos efecto censurador que una declaracion de reprobacién, expresa-
da por una autoridad legitima que actia en un foro publico.

¢Pérdida de audiencia?

Como el término indica, las audiencias donde se da lectura del
veredicto (o en jurisdicciones sin una audiencia separada, los alega-
tos) dan a las partes la oportunidad de exponer sus puntos de vista,
perspectivas y recomendaciones al juez. En esta fase del proceso, tanto
los imputados como las victimas buscan una audiencia justa. Es cier-
to que, en la actualidad, las lecturas de veredicto pueden ser asuntos
superficiales en los que el tribunal impone la condena a un imputado
silencioso cuyo abogado se comunica en su nombre. Esta realidad no
debe hacernos perder de vista los potenciales beneficios derivados de
un debate exhaustivo de las cuestiones implicadas. El proceso de im-
posicién de penas, a menudo pasado por alto en la literatura del cam-
po, requiere cierta consideracién a medida que prolifera el uso de la
HAL (y otros avances tecnoldgicos como las audiencias en linea). Los
defensores de la IA dicen poco sobre el procedimiento a seguir cuando

9. Weizenbaum, Joseph, Computer Power and Human Reason: From Judgment to Calculation,

San Francisco, 1976, p. 269.
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el programa ha generado una sentencia. ;Aparece como archivo ad-
junto a un correo electrénico dirigido al imputado?

Si HAL es mas eficaz que los jueces humanos a la hora de deter-
minar la sentencia mas apropiada —ya se refiera esto a principios re-
tributivos o preventivos—, es dificil pensar que haya lugar para una
audiencia presencial. Suponiendo que toda la informacién pertinente
fue introducida en el programa, ;qué queda por debatir? No parece
haber papel ni oportunidad para que los imputados expresen su punto
devista. El derecho a ser oido es una garantia procesal importante. Los
delincuentes siempre tienen derecho a ser oidos, y los abogados defen-
sores hacen un pedido de mitigacién en la sentencia. Estas presenta-
ciones pueden contener informacién sustancial no disponible hasta
ese momento, o la interpretacién de los hechos puede influenciar en
la decisién de un juez humano. Este elemento de la sentencia parece
quedar fuera de juego cuando un programa informatico decide la sen-
tencia. De Mulder y Gubby ya lo sefialaron hace casi 40 afios: “Sino hay
ningtn agente humano disponible a quien expresar su punto de vista,
su proposito se verd frustrado. Semejante frustracién del propdsito
podria facilmente afectar a la legitimacion de la autoridad”.”®

Se podria aplicar algin tipo de opcién de “hablar antes de la senten-
cia”. Elimputado podria tener la oportunidad de presentar una declara-
cién previa a la sentencia final de HAL. Podria consistir en una coartada,
arrepentimiento, disculpa o explicacion del delito. En consonancia con
el sistema acusatorio, podria ser objeto de comentarios por parte de
la fiscalia. O un juez podria revisar la declaracién y, si esta convenci-
do de la necesidad de intervenir, podria introducir una “correccién por
atenuacién personal” que modificaria la sentencia final de HAL. Pero
desde la perspectiva de los actores, esto es un pobre sustituto de la opor-
tunidad del imputado de dirigirse al juez en audiencia publica.

Sin audiencia, otros participantes también podrian perder la voz.
Aunque son pocas las audiencias en las que las victimas leen sus de-
claraciones en voz alta pablicamente, hay pruebas de que, cuando esto
ocurre, la experiencia es positiva para las victimas.” Pueden tener una

10. De Mulder, Richard; Gubby, Helen, “Legal Decision Making by Computer: An

Experiment with Sentencing”, en Computer Law Journal, 1983, p. 302.

11. Roberts, Julian, “Listening to the Crime Victim: Evaluating Victim Input at Sentencing
and Parole”, en Crime and Justice, Chicago, 2009.
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sensacion de reivindicacion o participacién. Este no seria el caso si sim-
plemente presentaran su Declaracion de Repercusiones para la Victima
(VIS) através de un portal en linea, o peor ain, si se limitaran a respon-
der a una serie de preguntas (por ejemplo, “;Sufrié dafos fisicos? En
caso negativo, pase directamente a la P8”). Por tltimo, existen pruebas
de que escuchar a la propia victima hablar del impacto del delito tiene
un efecto mas poderoso sobre los delincuentes. Cuando el VIS simple-
mente forma parte de la presentacién de la acusacién, el delincuente
puede estar menos atento. Esta (y otras) funciones comunicativas de la
lectura de la sentencia —o de los alegatos- se pierden cuando HAL esta
en el estrado. Los imputados a veces se quejan de que sus puntos de vis-
ta no son escuchados por los jueces en un tribunal muy ocupado. Pero
silos jueces son duros de oido, HAL es sordo como una tapia.

El problema de los datos ingresados

El principal obstaculo para crear un algoritmo de imposicién de
penas que funcione se encuentra en la fase de introduccién de datos.
Los defensores de la IA han pasado por alto la complejidad de intro-
ducir la informacién adecuada. Para construir una base de datos de
sentencias que sirva de base a la IA, es necesario que las sentencias
se introduzcan de forma habitual. Construir una base de datos para
una herramienta de diagnéstico médico es relativamente sencillo. Los
pacientes responden a una serie de preguntas: el dolor es agudo o sor-
do? ;Cudl es la intensidad del dolor en una escala de 10 puntos? Una
vez que muchos pacientes han introducido sus respuestas, el progra-
ma determina los correlatos y predictores de sintomas y patologias. En
lo subsiguiente, basandose en los resultados de terapias anteriores, el
programa recomienda un tratamiento especifico.

La sentencia es cualitativamente diferente. Un tribunal tiene en
cuenta muchos factores sutiles e interconectados cuyo peso varia en fun-
cién del delito y del delincuente. Stobbs et al afirma que “los tinicos datos
que habria que introducir (en el programa) en un caso concreto son los
factores agravantes y atenuantes que fueran pertinentes”.”” Esto sugiere
que el proceso es tan sencillo como introducir el nimero, la naturaleza

12. Stobbs, Nigel; Hunter, Dan; Bagaric, Mirko, “Can Sentencing Be Enhanced by the
Use of Artificial Intelligence?”, en Criminal Law Journal, 2017, p. 272.
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y la duracién de los sintomas en un programa de diagnéstico. La impo-
sicién de penas es mdis complicada; los factores tienen pesos diferentes
en contextos diferentes, y suimportancia no puede determinarse de an-
temano ni reducirse necesariamente a un valor especifico (por ejemplo,
remordimiento: “alto”; antecedentes penales: “modestos”).

Algunas caracteristicas de los casos pueden prestarse a ser intro-
ducidos a la base de datos. Por ejemplo, el sexo o la edad del delin-
cuente (suponiendo que se consideren relevantes para la sentencia).
Otras variables son tan claras como las médicas: ;se declard culpable
el delincuente? ;Se declaré culpable en una fase temprana o tardia del
procedimiento? ;Tiene condenas previas relevantes? En caso afirma-
tivo, jcuantas? Las condenas previas ilustran las ventajas y las limi-
taciones de las sentencias asistidas por IA. Los antecedentes penales
de un delincuente podrian reducirse a un cémputo mecinico, pero,
una vez mas, la IA sélo seria capaz de ponderar crudamente los delitos
anteriores. ;Qué relevancia tiene una condena previa por robo para la
condena actual por homicidio? Si dos delincuentes tienen la misma
condena previa por agresion, pero una ocurrié hace dos afios y la otra
hace diez, ;deberia, y hasta qué punto, el tribunal sopesar la antigiie-
dad de la pena? La IA podria aplicar reglas sencillas, como asignar un
incremento de gravedad a cada delito anterior, pero que disminuya
con el tiempo. Pero el juicio humano seguira siendo necesario. La IA
puede recomendar un aumento de la condena de un afio cuando el de-
lincuente tenga una condena anterior grave por el mismo delito que
estd siendo procesado. Los detalles legalmente significativos proba-
blemente escapen al anilisis de la IA. Si el delito anterior se produ-
jo como resultado de alguna presién situacional que reaparecié en la
vida del delincuente en el momento del delito actual, un responsable
humano puede inclinarse por descartar el incremento por anteceden-
tes o ignorar por completo la condena anterior.

Se pasarian por alto muchas otras consideraciones cualitativas que
tendrian un efecto significativo: el delincuente profundamente arre-
pentido frente al delincuente que expresa superficialmente su arrepen-
timiento a través de su abogado; el que tiene condenas previas pero que
también una explicacion convincente para esos delitos. Puede introdu-
cirse en la base de datos una gran cantidad de informacién sobre los
factores de la condena, pero es dificil ver como pueden tenerse en cuen-
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ta la interpretacion, el contexto y la explicacién, proporcionados por el
abogado defensor en el alegato (véase mas adelante).

Quienes impartan sentencia podrian introducir los datos cuan-
do condenan a un delincuente, indicando de forma mas cualitativa la
importancia asignada a los distintos factores. Esto llevaria a una pre-
diccién mas precisa, pero exigiria mucho trabajo alos jueces. Ese es un
problema en si mismo. Uno de los retos de las bases de datos existen-
tes es la fatiga juridica a la hora de introducir datos.

En resumen, las sentencias recomendadas por IA sélo se aproxi-
marian a la sentencia “verdadera”, que refleja todas las caracteristicas
relevantes del caso, porque los datos en los que se basa captan sélo de
un modo imperfecto los componentes que determinaron las senten-
cias anteriores. En general, por lo tanto, sustituir al juez por la IA no
es una opcidn realista ni saludable. Esto no quiere decir que un “juez
informdtico” no sea concebible en asuntos juridicos relativamente
simples e intrascendentes —por ejemplo, Estonia estd explorando el
uso de la IA para decidir sobre pequefias demandas civiles—, pero la
sentencia no es uno de ellos.

La sentencia consultiva

¢Coémo podria entonces la IA ayudar a los jueces a dictar senten-
cia? HAL podria seguir los pasos de los “sistemas informatizados de
sentencia” pioneros que se probaron en los afios ochenta y noventa,*
con la principal diferencia del enorme aumento de la potencia infor-
matica disponible en la actualidad. Estos sistemas se desarrollaron
porque faltaba un método “para que cualquiera [...] pueda saber de
forma sistemdtica, actualizada y accesible, y de manera constante,
qué tipo de sentencias se estan dictando”.”® La aparicion de los linea-

13. Dymitruk, Maria, “Artificial Intelligence as a Tool to Improve the Administration of
Justice?”, en Acta Universitatis Sapientiae Legal Studies, 2019, pp. 179-190.

14. Doob, Anthony; Park, Norman W., “Computerized Sentencing Information for
Judges: An Aid to the Sentencing Process”, en Criminal Law Quarterly, 1987, pp. 54-72;
Simon, Eric; Gaes, Gerry, “ASSYST - Computer Support for Guideline Sentencing”, en
Proceedings of the Second International Conference on Artificial Intelligence and Law - ICAIL
’89, Vancouver, CM Press, 1989, pp. 195-200.

15. The Canadian Sentencing Commission 1987, parr. 60.
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mientos de imposicién de penas mejord la informacién judicial sobre
la practica de imposicién de penas que reflejaban estos instrumentos,
pero la profundidad de la informacién es inevitablemente limitada.
HAL llenaria este vacio basindose en la practica anterior para pro-
porcionar una sentencia para un caso individual, que denominamos
Sentencia Consultiva (SC). Como HAL funcionaria basindose en la prac-
tica anterior, la SC podria incorporar consideraciones preventivas y
orientadas a la proporcionalidad, en funcién del marco de imposicién
de penas pertinente.®

La SC de HAL se deriva de clasificadores de aprendizaje automa-
tico. Este enfoque tecnoldgico parece preferible a la codificacién ma-
nual de reglas fijas en el programa.”” Aunque este enfoque basadoen la
légica proporcionaria un alto grado de transparencia (con reglas tales
como “si el delincuente tiene x condenas previas, entonces...” que son
faciles de entender para los humanos), un método basado en ejemplos
promete resultados mucho mds refinados y precisos.”®* Ademas, para
los fines aqui previstos, una capacidad de aprendizaje automadtico es
esencial porque permitiria hacer un seguimiento de la practica habi-
tual de imposicién de penas.

Los jueces podrian correr el programa HAL en paralelo ala consul-
ta de los lineamientos para la imposicién de penas pertinentes. Para
evitar proponer una sentencia precisa y unica, el programa deberia
ofrecer intervalos de confianza para sus recomendaciones. Por ejem-
plo, el programa podria arrojar una pena de 18 meses, con un intervalo
de confianza del 95% que iria de 15 a 25 meses y un punto medio de 20
meses, que comprende el 95% de las penas privativas de libertad im-
puestas por este delito.

La SC serviria como punto de partida para considerar las circuns-
tancias del caso que se presenta para sentencia, junto con los alegatos

16. Hutton, Neil, “Sentencing, Rationality, and Computer Technology”, en Journal of
Law and Society, 1995, pp. 549-570; Chiao, Vincent, “Predicting Proportionality: The
Case for Algorithmic Sentencing”, Criminal Justice Ethics, 2018, pp. 238-261.

17. Bagaric, Mirko; Wolf, Gabrielle, “Sentencing by Computer: Enhancing Sentencing
Transparency and Predictability, and Bridging the Gap between Sentencing Knowledge
and Practice”, en George Mason Law Review, 2018.

18. Chiao, Vincent, “Sentencing and the right to reasons”; Ryberg, Jesper, “Sentencing
and Algorithmic Transparency”, en Sentencing and artificial intelligence, Nueva York,
Oxford University Press, 2022.
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de los abogados, los dictamenes, las declaraciones de las victimas y
otros orientadores como las resoluciones de las apelaciones. El siste-
ma estaria a disposicién del pablico y seria transparente, conforme a
los requisitos expuestos por varios colaboradores de este volumen. Las
partes utilizarian la SC para preparar sus proyectos de sentencia. Los
ciudadanos podrian introducir informacion y recibir una SC sobre los
datos que proporcionen, tal como las personas introducen los datos de
un conductor y de un vehiculo en un sitio web y obtienen una estima-
cién de las primas del seguro del vehiculo.

Aspectos problematicos del uso de la practica previa
como fuente

Si los tribunales utilizaran la SC, las sentencias serian mas cohe-
rentes y transparentes (véase mas adelante). Sin embargo, utilizar la
practica judicial previa como marco de referencia también tiene sus
aspectos problematicos. Un desafio para alimentar la base de datos del
programa con sentencias anteriores es garantizar que las respuestas
tengan un fundamento basado en principios. Este es el caso en siste-
mas de imposicidén de penas que afirman fundamentos tanto retribu-
tivos como preventivos. Por ejemplo, tras los disturbios en Inglaterra
en 2011, los tribunales se desviaron del castigo proporcionado para fo-
mentar la disuasion generalizada. Este enfoque fue respaldado por el
Tribunal de Apelacién, que declaré que “la imposicién de penas severas,
destinadas a proveer tanto castigo como disuasién, debe proseguir”.”

Si estos juicios fueran introducidos en la base de datos del pro-
grama, su prediccién para una pena proporcional “estaindar” se dis-
torsionaria. Esto comprometeria los principios en la prediccion del
algoritmo, y socavaria asi la funcién comunicativa de la pena (por
ejemplo, Duff).> Una solucién seria que el marco de imposicién de pe-
nas estuviera integrado al algoritmo. Podria afirmar la proporciona-
lidad retributiva como razonamiento principal, o la prevencién. Si la
proporcionalidad retributiva fuera considerada primordial, las desvia-
ciones del castigo proporcionado por razones de disuasion, incapaci-

19. EWCA, Crim N° 2312, “Blackshaw, R y otros”, 2011, parr. 4.

20. Duff, Antony, Punishment, Communication, and Community, Oxford, Oxford
University Press, 2001.
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tacion y rehabilitacidn se harian evidentes. De este modo, el programa
podria predecir la proporcionalidad “pura” pero indicar dénde po-
drian justificarse las desviaciones.

Otro inconveniente de reflejar la practica actual de imposicion de
penas en las predicciones del programa es que se institucionalizaria
cualquier sesgo existente. Por ejemplo, se supone que una declaracién
de culpabilidad reduce la condena independientemente de la natura-
leza o gravedad del delito. Sin embargo, algunos jueces tienden a “res-
tar importancia” a la declaracidn en los casos mds graves, en contra
de los lineamientos publicados. Este mal uso seria captado por la base
de datos y luego reforzado a través de las recomendaciones de la IA
u otros tipos de resultados. Ademads, es posible que la arquitectura (y
los resultados) del algoritmo cambien con el tiempo de forma tal que
la autoridad a cargo de los lineamientos no los apruebe. Por ejemplo,
un factor agravante o atenuante especifico enumerado en los linea-
mientos podria ser ignorado en gran medida por los tribunales, por
lo que no tendria ningtin impacto en la SC emitida por el programa.
Si los jueces se guian tinicamente por la SC, esto significaria que son
los tribunales de primera instancia quienes determinan la practica de
imposicién de penas, en lugar de la autoridad competente en materia
de lineamientos o el tribunal de apelacién. Otras partes interesadas en
el proceso penal, como los representantes de las victimas, los abogados
o los académicos, que actualmente participan en la elaboracién de los
lineamientos, perderian toda influencia en la imposicién de penas.

Por estas razones, es necesaria una instituciéon que asuma una
funcién correctiva. Esta funcién seria competencia de las actuales au-
toridades encargadas de los lineamientos para la imposicién de pe-
nas. Al emitir lineamientos sobre la imposicion de penas y configurar
asi la practica judicial, el Consejo o la Comisién de Sentencias influi-
ria indirectamente en la base de datos del algoritmo. Esto le permitiria
contrarrestar cualquier sesgo o evolucién injustificada que se pusiera
de manifiesto en el programa. Con el tiempo, el programa y los linea-
mientos de imposicién de penas se fusionarian en un tinico sistema.
El Consejo de Sentencias tendria autoridad para ajustar directamente
el algoritmo. Esto convertiria la SC en una combinacién tanto de una
prediccion de la IA basada en la practica anterior como de interven-
ciones normativas realizadas por el consejo de lineamientos para la
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imposicién de penas. En cualquier caso, las comisiones de sentencia
no deberian ceder competencias al algoritmo.

Ventajas del sistema de sentencia consultiva: promocion
de una mayor uniformidad

Aunque la HAL no pueda (o no deba) sustituir a los jueces a la hora
de dictar sentencia, es capaz de contribuir al proceso de imposicién
de penas mucho mas de lo que lo hace en la actualidad. Mas alla del
limitado (y controvertido) papel de la prediccién del riesgo, en la ac-
tualidad la IA no contribuye al proceso de imposicion de penas. En las
secciones restantes de este ensayo identificamos otras formas en las
que la IA puede mejorar las decisiones de imposicién de penas. Co-
menzamos por el objetivo mas obvio: la variacién injustificada en los
resultados de las sentencias.

Las investigaciones realizadas durante mas de un siglo han docu-
mentado disparidades en las sentencias debidas a la personalidad y las
actitudes del juez. Los primeros intentos de utilizar computadoras en
la imposicién de penas pretendian reducir la disparidad proporcionan-
do a los jueces recomendaciones basadas en las caracteristicas clave del
casoy en otras informaciones. Durante mucho tiempo, el objetivo prin-
cipal de la reforma de la imposicion de penas ha sido reducir las dispari-
dadesyladiscriminacién en las sentencias. Esto es especialmente cierto
en el caso de los lineamientos para la imposicion de penas.” En Estados
Unidos e Inglaterra y Gales (y en muchas otras jurisdicciones), se intro-
dujeron lineamientos para la imposicién de penas para estructurar las
decisiones judiciales.”” La investigacion sugiere que estas reformas han
logrado una mayor coherencia en la imposicién de penas,” aunque la

21. Crackanthorpe, Montague, “Can Sentences be Standardised?”, en The Nineteenth
Century, 1900, pp. 103-115; Frankel, Marvin E., “Lawlessness in Sentencing”, University
of Cincinnati Law Review, 1972, pp. 1-54.

22. Frase, Richard, “Forty Years of American Sentencing Guidelines: What Have We
Learned?”, Crime & Justice, 2019, pp. 79-135; Roberts, Julian; Ashworth, Andrew, “The
Evolution of Sentencing Policy and Practice in England and Wales, 2003-2015”, en
Crime & Justice, 2016, pp. 307-358.

23. Pina-Sinchez, Jose; Linacre, Robin, “Enhancing Consistency in Sentencing:
Exploring the Effects of Guidelines in England and Wales”, en Journal of Quantitative
Criminology, 2014, pp. 731-748.
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preocupacioén por la disparidad y la discriminacién persisten.* ;Podra
HAL cumplir esta tarea con mayor eficacia? Su potencial para reflejar
combinaciones complejas de criterios es una clara ventaja sobre los li-
neamientos para la imposicién de penas, que solo pueden funcionar ba-
sandose en una légica simple de cuadricula o diagrama de flujo.

Utilizando la SC, los jueces se beneficiarian de una fuente de in-
formacién imparcial sobre el impacto que los factores han tenido en
los resultados de las sentencias. Esta informacién puede influenciar
sus decisiones posteriores. En la actualidad, la orientacién es episé-
dica (procedente de decisiones de apelacién) o estd potencialmente
distorsionada por sesgos acusatorios. En cuanto a lo primero, algunos
lineamientos indicaran el peso que debe tener un factor; en cuanto a
lo segundo, el abogado puede sefalar la jurisprudencia que indicaria
el impacto que un factor debe tener en la sentencia. La calibracién de
la IA proporcionaria una guia mucho mds precisa e imparcial sobre el
peso que los tribunales han asignado a los factores para la condena.

La coherencia aumentaria probablemente a medida que los tribu-
nales reflejen la totalidad de las practicas actuales en sus sentencias. El
algoritmo arrojaria la misma condena independientemente de dénde,
cuando y por quién fuera utilizado, siempre que se introduzcan en él
el mismo conjunto de datos. Habria una tendencia a que las sentencias
fueran menos dispares en torno a la sentencia promedio, ya que los
jueces que vieran que una sentencia esta fuera de la distribucién nor-
mal probablemente la aproximarian mds a la sentencia media. Sin em-
bargo, la transferencia entre las impresiones de los jueces durante el
juicio y lo que de hecho se introduce en el algoritmo sigue siendo una
puerta de entrada para las incoherencias. De forma similar al efecto
de los lineamientos de imposiciéon de penas, los jueces podran “ge-
nerar” un resultado de prediccién deseado si introducen los criterios
adecuados. A continuacidn, se destacan algunas areas especificas en
las que la IA podria aumentar la coherencia.

24. Pina-Sanchez, Jose; Robin Linacre, “Sentence Consistency in England and Wales:
Evidence from the Crown Court Sentencing Survey”, en British Journal of Criminology,
2013, pp. 1118-1138.
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Reducir e identificar la discriminacion directa e indirecta

Uno de los sesgos cognitivos mas preocupantes estd relacionado
con caracteristicas legalmente protegidas como la razay el género. Las
disparidades raciales en la justicia penal son un fenémeno presente
en la mayoria de las jurisdicciones occidentales.” Sin embargo, no hay
conocimiento suficiente sobre el alcance y las causas de estas dispa-
ridades, en parte debido a la falta de datos adecuados sobre las sen-
tencias.? La investigacion sobre el sesgo racial sugiere que los jueces
“piensan en la raza como una heuristica relevante y ttil para determi-
nar la culpabilidad del imputado y la perniciosidad del delito”.”

La IA podria ayudar a reducir la discriminacion en las sentencias,
una funcién, sin embargo, que dista de ser sencilla. Como sefialan
Bagaric y Wolf:

... las computadoras no tienen prejuicios instintivos e inconscientes, son
incapaces de discriminar inadvertidamente y no se ven influidos por
consideraciones ajenas ni por suposiciones y generalizaciones que no
estén integradas en sus programas.*

Asi pues, excluir la raza y otras caracteristicas protegidas de los de-
lincuentes como variables de las predicciones del algoritmo parece pro-
meter recomendaciones de penas imparciales. Sin embargo, emplear
una herramienta de aprendizaje automatico conlleva el riesgo especi-
fico de generar un “sesgo algoritmico”. Si hubiera discriminacién en la
base de datos del HAL, la simple exclusion de los factores protegidos
seria insuficiente para garantizar predicciones imparciales. El algorit-
mo aprenderia a sustituir los factores excluidos por “variables sustitu-
tivas”. Por lo tanto, la introduccién del HAL tendria que ir acompafniada

25. Phillips, Coretta; Bowling, Ben, “Ethnicities, Racism, Crime, and Criminal Justice”,
en The Oxford Handbook of Criminology, Oxford, Oxford University Press, 2017, pp. 190-212.
26. Pina-Sanchez, Jose; Roberts, Julian; Sferopoulos, Dimitrios, “Does the Crown
Court Discriminate Against Muslim-named Offenders? A Novel Investigation Based
on Text Mining Technique”, en British Journal of Criminology, 2019, pp. 718-736.

27. Eberhardt, Jennifer; Davies, Paul; Purdie-Vaughns, Valerie; Johnson, Sheri Lynn,
“Looking Deathworthy: Perceived Stereotypicality of Black Defendants Predicts
Capital-Sentencing Outcomes”, en Psychological Science, 2006, pp. 383-386.

28. Bagaric, Mirko; Wolf, Gabrielle, “Sentencing by Computer: Enhancing Sentencing
Transparency and Predictability, and Bridging the Gap between Sentencing Knowledge
and Practice”, en George Mason Law Review, 2018, p. 696.
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de una funcién de investigacién que examinara incluso los factores
aparentemente neutros en busca de un impacto desproporcionado.
Sin embargo, la forma mds exhaustiva de confrontar las predicciones
sesgadas seria abordar directamente las fuentes de discriminacién que
influyen en los datos de entrenamiento del algoritmo.

La IA podria contribuir a esta tarea identificando mas eficazmen-
te las fuentes de discriminacién directa e indirecta en la imposicién
de penas. El enfoque actual para detectar la discriminacién directa im-
plica la realizacién de andlisis de variables multiples que comparen los
resultados de las sentencias de, por ejemplo, imputados de minorias
visibles y blancos. Tras controlar el mayor niimero posible de caracte-
risticas juridicas, shasta qué punto difieren las pautas de imposicién
de penas de los grupos raciales? En la mayoria de los paises occidenta-
les se han publicado andlisis de este tipo.?” Un algoritmo de imposicién
de penas podria facilitar enormemente esta investigacién. Suponien-
do que funcionara sobre la base de una amplia gama de variables lega-
les, podria mostrar disparidades raciales simplemente manipulando
la variable “raza” y realizar un seguimiento de los cambios en la dispa-
ridad racial a lo largo del tiempo. La discriminacion indirecta derivada
de algin elemento del régimen de imposicién de penas es més dificil
de detectar para los investigadores humanos. Para la IA, seria relati-
vamente sencillo. La declaracién de culpabilidad y los antecedentes
penales del imputado son dos ejemplos de fuentes indirectas de im-
pactos desproporcionados.

Las reducciones de condena basadas en la declaracion de culpa-
bilidad pueden discriminar indirectamente a las minorias.** Los im-
putados negros tienen menos probabilidades de declararse culpables,
por una serie de razones, entre ellas la “sobreacusacién” por parte
de los fiscales, la falta de confianza en el Corpus Juris Secundum o un

29. Sentencing Council of England and Wales, “Investigating the association between
an offender’s sex and ethnicity and the sentence imposed at the Crown Court for drug
offences”, 2019. Disponible en: https://www.sentencingcouncil.org.uk/wp-content/
uploads/Sex-and-ethnicity-analysis-final-1.pdf [fecha de consulta: 12/04/2024]; Hood,
Roger, Race and Sentencing: a study in the Crown Court: a report for the Commission for
Racial Equality, Oxford, Oxford University Press, 1992; Roberts, Julian; Doob, Anthony,
“Race, Ethnicity and Criminal Justice in Canada”, en Crime & Justice, 1997, pp. 469-522.
30. Johnson, Brian; Richardson, Rebecca, “Race and Plea Bargaining”, en A System of
Pleas, Nueva York, Oxford University Press, 2019.
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asesoramiento juridico inadecuado.” La consecuencia es que estos
imputados tienen menos probabilidades de beneficiarse de las re-
ducciones de penas basadas en la declaracién de culpabilidad: es mas
probable que sean encarcelados, y por un periodo mas largo. Por este
motivo, varios autores han pedido la abolicién de las reducciones ba-
sadas en la declaracién de culpabilidad.?> Un argumento similar se ha
esgrimido contra los aumentos de antecedentes penales, que se tra-
ducen en tasas de detencién mais elevadas y condenas mas largas para
las minorias raciales. El resultado es la desproporcionalidad racial en
las poblaciones penitenciarias.? Es probable que haya otros aspectos
ostensiblemente neutrales de la imposicidon de penas que desencade-
nen una discriminacién indirecta, y la IA seria mucho mds eficaz para
descubrir estos efectos.

Deteccién de anomalias locales en la imposicion de penas y desviaciones
de los principios

Hasta ahora nos hemos centrado en la sentencia, no en el juez.
Suponiendo una base de datos relativamente completa que incluya
las caracteristicas de los casos y los motivos de la sentencia, la IA po-
dria centrarse en el juez. La IA serviria para identificar tribunales abe-
rrantes o jueces deshonestos, en términos de la practica actual. Si la
IA revelara indicios de disparidad regional en la imposicién de penas,
permitiria al consejo de imposicién de penas identificar a estos tribu-
nales o jueces, a fin de permitir la adopcion de medidas correctoras.

Algunos tribunales locales pueden desarrollar sus propias practi-
cas desproporcionadas. Por ejemplo, la disparidad regional de las penas
estd muy extendida en Alemania: Un estudio reciente hall6 diferencias
regionales en la duracién media de las penas de hasta un 25 % en todos

31. Lammy, David, An Independent Review into the Treatment of, and Outcomes for, Black,
Asian and Minovity Ethnic Individuals in the Criminal Justice System. HMSO. Disponible en:
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attach-
ment_data/file/643001/lammy-review-final-report.pdf [fecha de consulta: 12/04/2024];
Hood, Roger, Race and Sentencing: a study in the Crown Court: a veport for the Commission for
Racial Equality, Oxford, Oxford University Press, 1992.

32. Tonry, Michael, “Abandoning Sentence Discounts for Guilty Pleas”, en In Principled
Sentencing. Readings on Theory and Policy, Oxford, 2009.

33. Frase, Richard S; Roberts, Julian, Paying for the Past: Prior Record Enhancements in the
US Sentencing Guidelines, Nueva York, Oxford University Press, 2019.

224

IA - Kleiman.indd 224 21/3/2025 14:13:28


https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/643001/lammy-review-final-report.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/643001/lammy-review-final-report.pdf

INTELIGENCIA ARTIFICIAL Y ADMINISTRACION DE JUSTICIA

los delitos al comparar las regiones de Alta Baviera y Baden.** Si bien la
variabilidad regional puede ser menos llamativa en Inglaterra y Gales,
existe variacion local para determinados delitos y factores de condena.”
De manera similar, sea cierto o no, algunos jueces adquieren la repu-
tacion de ser particularmente severos con ciertas categorias de delitos,
por ejemplo, violencia doméstica o conduccién bajo los efectos del alco-
hol. Esto puede dar lugar a que los abogados busquen un juez determi-
nado para una solicitud de libertad bajo fianza, un juicio o una vista para
dictar sentencia. Los imputados que caen en una de estas culturas ané-
malas de imposicién de penas pueden no ser conscientes de ello y, en
consecuencia, no recurrir su sentencia. La IA identificaria facilmente (y
con exactitud) estas practicas aberrantes de imposicion de penas (o a los
jueces atipicos), lo que daria lugar a la adopcién de medidas correctoras
por parte de la autoridad responsable de los lineamientos de imposicién
de penas, el tribunal de apelacién o la instancia superior. HAL supervi-
saria la actuacién de su empleador, el tribunal.

Todas las aplicaciones descritas hasta ahora intentan mejorar la
toma de decisiones judiciales, directamente al ofrecer una SC, e in-
directamente al mejorar la calidad de las propuestas. La IA también
tiene un gran potencial para mejorar la naturaleza de los lineamien-
tos existentes.

Mejora de los lineamientos para la imposicién
de penas

Los lineamientos para la imposicién de penas se originaron en
Estados Unidos en la década de 1970 y se han extendido a muchas
otras jurisdicciones.’® Aunque adoptan diferentes formas, los linea-
mientos comparten un objetivo comdn: promover una imposicién

34. Grundies, Volker, “Regionale Unterschiede in der gerichtlichen Sanktionspraxis
in der Bundesrepublik Deutschland. Eine empirische Analyse”, en Hermann, Dieter
y Poge, Andreas (eds.) Kriminalsoziologie: Handbuch fiir Wissenschaft und Praxis, Baden-
Baden, Nomos, 2018, pp. 295-313.

35. Pina-Sanchez, Jose, “Defining and Measuring Consistency in Sentencing”, en
Exploring Sentencing Practice in England and Wales, Basingstoke, 2015.

36. Roberts, Julian; Harris, Lyndon, “Sentencing Guidelines Outside the United States”,
en Handbook on Sentencing Policies and Practices in the 21st Century, New York, 2019.
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de penas mds consistente y basada en principios. Por lo general, los
lineamientos se basan en la prictica existente y contienen recomen-
daciones para la imposicién de sentencias que los tribunales deben
seguir. Normalmente, las Comisiones o Consejos de Sentencias ela-
boran y publican los lineamientos. Este es el caso en Estados Unidos,
Inglaterra y Gales, Corea del Sur, Escocia y otras jurisdicciones. En
otros lugares, la Corte Suprema elabora los lineamientos para que los
tribunales inferiores las apliquen al dictar sentencia. Hasta la fecha,
la IA no ha desempefiado ningiin papel en la elaboracién o modifica-
cién de estos sistemas. En las jurisdicciones que aplican lineamien-
tos, la mayoria de las aplicaciones de la IA analizadas hasta ahora
—-mejorar de la coherencia y la investigacién sobre la imposicién de
penas-—son ejecutadas por la autoridad competente en materia de li-
neamientos, la Comisién o el Consejo de Sentencias. La IA contribui-
ria al trabajo de la Comisién, ayudando a supervisar el cumplimiento
de los lineamientos y a mejorarlos.

Identificacién de areas problematicas en los lineamientos

La IA puede contribuir a dar forma a los mismos lineamientos. Esto
podria ser identificando los aspectos problematicos de las directrices y
las formas en que los tribunales aplican erréneamente las orientaciones
actuales, ya sea en los estatutos, las sentencias o los lineamientos para la
imposicion de penas. Actualmente esta tarea es realizada por las comi-
siones y los consejos de imposicién de penas; la IA realizaria la misma
tarea con mayor eficacia. El uso judicial de formas alternativas de custo-
dia que se da en Canada e Inglaterra y Gales es ilustrativo.

Muchos paises aplican penas de prisiéon en suspenso o sanciones
de arresto domiciliario. En Canada existe la Condena Condicional de
Prisién (CSI por sus siglas en inglés), que es una pena de reclusién a
cumplir en el domicilio. En Inglaterra y Gales, los tribunales pueden
imponer una Orden de Suspensién de la Pena (SSO por sus siglas en
inglés), que también es una forma de encarcelamiento. En ambas ju-
risdicciones, antes de imponer una SSO o una CSI, el tribunal debe
estar convencido de que la pena privativa de la libertad es inevitable.
Estas sanciones s6lo pueden imponerse después de que el tribunal
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haya tomado la decisién de encarcelar al delincuente. Esto queda claro
en una de los lineamientos.”

A pesar de este requisito, la investigacién sugiere que los tribu-
nales de Inglaterra, Gales y Canadd no siempre siguen esta légica. En
algunos casos, los imputados reciben un CSI o un SSO en sustitucién
de una pena comunitaria en vez de una pena privativa de libertad.’®
Cuando esto ocurre, se ha producido una “ampliacién de la red”: las
formas alternativas de encarcelamiento han recurrido a la comunidad
en lugar de sumar una carga de casos privativos de libertad. Determi-
nar si, y en qué medida, los casos que reciben un CSI o un SSO estaban
destinados originalmente a una pena comunitaria en lugar de la priva-
cién de la libertad es un desafio complejo de investigar.” Sin embargo,
la IA podria identificar ficilmente los CSI o SSO con caracteristicas
significativamente mds cercanas a los perfiles que en el pasado reci-
bieron penas comunitarias. De este modo, seria posible estimar con
mucha mas precisién en qué medida se produce la “ampliacion de la
red”, con vistas a corregir esta aplicacion incorrecta de los lineamien-
tos y el uso indebido de la sancién.

Perfeccionar los elementos de los lineamientos

Fuera de Estados Unidos, los lineamientos suelen ser especifi-
cos para cada delito.* Cada lineamiento contiene factores relevantes
para el delito especifico, y estos factores se distinguen en funcién
de su importancia. Los lineamientos en Inglaterra requieren que
los tribunales procedan siguiendo una serie de etapas, aplicando
diferentes factores las distintas etapas del proceso. Por ejemplo, los

37. Sentencing Council of England and Wales, Imposition of Community and Custody
Penalties. Definitive Guideline, 2016. Disponible en: https://www.sentencingcouncil.org.
uk/wp-content/uploads/Imposition-definitive-guideline-Web.pdf [fecha de consulta:
12./04/2.024].

38. Webster, Cheryl; Doob, Anthony, “Missed Opportunities: A Postmortem on
Canada’s Experience with the Conditional Sentence”, en Law and Contemporary
Problems, 2019, pp. 163-197; Irwin-Rogers, Keir; Roberts, Julian; “Swimming Against
the Tide: The Suspended Sentence Order in England and Wales, 2000-2017”, en Law
and Contemporary Problems, 2019, pp. 137-162..

39. Webster, Cheryl; Doob, Anthony, op. cit.

40. Roberts, Julian; Harris, Lyndon, op. cit.
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lineamientos ingleses asignan los factores de condena mds impor-
tantes a la primera etapa de los lineamientos.

En la primera etapa, estos factores determinan cudl de los tres
rangos de sentencia se utiliza. La primera etapa de la secuencia tiene
el impacto mas importante en la sentencia impuesta finalmente. Con
el fin de promover la proporcionalidad, en la primera etapa sélo se tie-
nen en cuenta los factores relevantes para el dafio y la culpabilidad.
Los factores menos importantes aparecen en la segunda etapa, donde
solo afectan el desplazamiento dentro del rango de condena estableci-
do en la primera etapa.” Por lo tanto, la “ubicacién de los factores” es
importante: es necesario garantizar que los factores primarios (que
reflejan el dano y la culpabilidad) se asignen adecuadamente en la pri-
mera etapa, mientras que los factores menos importantes aparecen en
la segunda etapa. Basta con echar un vistazo a cualquier lineamiento
para darse cuenta del desafio que supone la ubicacién adecuada de los
factores de imposicién de penas. Dos factores del lineamiento sobre
robos con violacién de domicilio son “ocupante en domicilio (o regresé
al mismo) en presencia del delincuente” y “degradacién gratuita de la
victima”. ;A qué factor deberia asignarsele mayor peso en la primera
etapa? No estd nada claro.

En la actualidad, los factores son seleccionados y asignados a las
etapas segin los lineamientos de los miembros del Consejo, en debate
en sus reuniones. La IA puede desempefar mejor esta tarea: podria
verificar empiricamente el peso que tienen los distintos factores en
sentencias anteriores, y la asignacién podria reflejar estos pesos. Los
factores de la primera etapa podrian definirse como cualquier factor
que tenga cierto peso a la hora de predecir la gravedad de la condena.
Sobre la base del analisis de la IA, el Consejo podria reasignar deter-
minados factores, por ejemplo, si un factor de la segunda etapa resulta
ser responsable por un grado muy elevado de varianza en los resulta-
dos de la imposicién de penas. Por supuesto, este andlisis empirico
presupone que los tribunales han ubicado los factores adecuadamente
hasta la fecha, y con muchas de las aplicaciones de la IA que propone-
mos, seria necesaria una cuidadosa revision judicial de los resultados.

41. Roberts, Julian, “The Evolution of Sentencing Guidelines: Comparing Minnesota
and England and Wales”, en Crime & Justice, 2019, pp. 187-254.
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La IA también podria identificar cualquier error general en la apli-
cacién delos lineamientos. Uno de los rompecabezas centrales de la pro-
porcionalidad de las penas es la relacién entre los dos componentes de
una sancién proporcional: ;qué es mas importante, el dafio o la culpabi-
lidad? Los lineamientos de Inglaterra y otros paises estan estructurados
para reflejar estas dos dimensiones. Los lineamientos ingleses eluden
la cuestién tratando ambas dimensiones por igual. La mayoria de los
lineamientos del Consejo exigen que el tribunal asigne al caso uno entre
tres niveles de gravedad al delito y uno entre tres niveles de culpabilidad.
(Estos pueden concebirse a grandes rasgos como niveles bajo, medio y
alto, aunque en los lineamientos se utilizan términos diferentes).

Los incrementos de gravedad siguen a ambos en igual medida.
Por ejemplo, el incremento de la duracién recomendada de la pena
desde el nivel de dafio medio al alto es de 7 afios (de 9 a 16 afios). El
paso del nivel medio de culpabilidad al nivel mas alto tiene el mismo
efecto: se agregan 9 afios. Pero, ;significa esta estructura que, en la
practica, los tribunales imponen penas en las que el daho y la culpabi-
lidad se ponderan por igual, como pretendia el Consejo de Sentencias?
Los tribunales tienen mucha discrecionalidad para apartarse del pun-
to de partida de la condena y de las extensiones recomendadas, lo que
resulta, empiricamente, en que uno de los dos factores podria explicar
una variabilidad significativamente mayor. O, lo que es mds probable,
para ciertos delitos la puntuacion de culpabilidad del delincuente sera
mucho mas determinante de la extensién de la pena que el dafio; para
otros delitos, podria ocurrir lo contrario. En este contexto, la IA podria
determinar con precisién cémo ponderan los tribunales los dos com-
ponentes de la proporcionalidad de las penas, e identificar los delitos
en los que en la practica los tribunales se apartan de la ponderacion
equitativa del dafio y la culpabilidad segtin establecen los lineamien-
tos. En la actualidad, se desconoce en qué medida las sentencias se
corresponden realmente con el equilibrio prescrito.

I[dentificar la frase mas eficaz

Los lineamientos para la imposicién de sentencias suelen ofre-
cer recomendaciones especificas sobre la condena. En EE. UU., éstas
tienen en cuenta la gravedad del delito y los antecedentes penales del
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delincuente. La IA podria sugerir una recomendacién que incorpo-
rara mucha mas informacidn, por ejemplo, sobre el nivel de riesgo
del delincuente y la eficacia de las sanciones alternativas. HAL seria
igualmente superior en la tarea de decidir cudl entre una serie de
sanciones tiene mas probabilidades de mitigar la reincidencia para
diferentes perfiles de delincuentes. Partiendo de una base de datos
que contenga un amplio abanico de datos sobre el delincuente, su
historial delictivo, el delito actual y su historial de contactos previos
con el sistema penal, por citar algunas variables, la IA podria reco-
mendar la sancién mas “eficaz”, del mismo modo que la IA médica
predice qué pacientes tienen mas probabilidades de beneficiarse de
qué terapias. La IA podria ir atin mds lejos. Al imponer una orden
comunitaria, los jueces de Inglaterra y Gales pueden optar por impo-
ner una o todas las condiciones o requisitos de una serie de hasta 15,
como un toque de queda, un requisito de residencia o un requisito de
trabajo no remunerado.*

Al elaborar la sentencia, los jueces intentan individualizar las res-
tricciones impuestas, con vistas a determinar la combinacién mas efi-
caz. Esta determinacion es asistida, al azar, por el abogado (“mi cliente
me informa que le interesaria un programa para tratar el abuso del
alcohol, y esta feliz de cumplir con un toque de queda a las 7pm”), y por
el consejo de los servicios de libertad condicional (“este delincuente
se beneficiaria de una restriccién de movilidad que le impida entrar
en el centro de la ciudad o tener cualquier asociacién con criminales
conocidos”). En dltima instancia, sin embargo, es probable que las
condiciones impuestas reflejen la experiencia y las intuiciones de los
jueces sobre qué condiciones son mds ttiles o eficaces. La IA seria es-
pecialmente til para establecer las condiciones de libertad mas apro-
piadas para los presos en libertad condicional, cuando la decision es
puramente preventiva. De nuevo, en la actualidad, las decisiones sobre
restricciones de movilidad, requisitos de presentacion de informes y
similares son tomadas por las juntas de libertad condicional, sin el be-
neficio de la inteligencia artificial.

42. Wasik, Martin, A Practical Approach to Sentencing, Oxford, Oxford University Press,
2014, pp. 138-150.
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Conclusidn

En este ensayo hemos intentado aclarar el papel adecuado para la
IA en la imposicién de sentencias, junto con sus potenciales aplicacio-
nes. Compartimos la opinidn expresada por otros® de que la sentencia
es una funcién judicial que debe permanecer en manos humanas. Es
poco probable que los imputados, las victimas y la comunidad en gene-
ral consideren la sentencia de HAL como un sustituto satisfactorio de la
toma de decisiones humana. No obstante, es probable que el aprendiza-
je automatico desempene un papel cada vez mas importante en el apoyo
de la toma de decisiones judiciales. Un algoritmo de imposicién de pe-
nas proporcionaria a quienes impongan sentencias una imagen mucho
mas completa de las practicas actuales, mejorando asi la coherencia. En
concreto, podria mitigar los sesgos cognitivos humanos y la discrimina-
cién. Ayudaria a detectar disparidades locales en la imposicién de penas
y facilitaria la revision en apelaciones. Ademads, la IA puede mejorar los
lineamientos proporcionados para ayudar a los tribunales, identifican-
do los aspectos problematicos de su orientacién. Por @ltimo, podria fo-
mentar una comprensién mds profunda de la prictica de imposicién
de penas, que podria redundar sobre los elementos de los lineamientos.

¢Hasta qué punto es realista establecer un programa de IA como el
aqui descrito dentro de las practicas actuales de imposicion de penas?
Ya hemos sefialado que HAL seria muy adecuado para llevar a cabo
muchas de las tareas actualmente cubiertas por los lineamientos de
imposicién de penas. Por lo tanto, la transicién a la imposicién de pe-
nas con ayuda de la IA deberia ser més ficil en aquellas jurisdicciones
en las que tales lineamientos ya existan. Una evolucién progresiva ha-
cia la imposicién de penas con ayuda de la IA podria comenzar, por
ejemplo, con investigaciones asistidas por IA al interior de la autori-
dad encargada de sentenciar, y los correspondientes ajustes de los li-
neamientos. Sin embargo, uno de los principales obsticulos para el
establecimiento de la IA serd la aceptacién judicial.# En jurisdicciones

43. Donohue, Michael, “A Replacement for Justitia’s Scales?: Machine learning’s Role in
Sentencing”, en Harvard Journal of Law and Technology, 2019, pp. 657-678.

44. Tata, Cyrus, “The Application of Judicial Intelligence and ‘Rules’ to Systems
Supporting Discretionary Judicial Decision-Making”, en Artificial Intelligence and Law,
1998, pp. 203-230.
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como Australia y Alemania, que sostienen firmemente un enfoque in-
dividualista (o “instintivo”) de la imposicion de penas, es probable que
los jueces se sientan menos inclinados a aceptar la pertinencia de las
penas impuestas en casos anteriores (“disimiles”). También es posible,
sin embargo, que los jueces de estas jurisdicciones se sientan atraidos
por la perspectiva de que HAL alcance un grado mucho mayor de in-
dividualizacién que los instrumentos tradicionales que estructuran la
discrecionalidad. De hecho, HAL tiene el potencial de abordar algunos
de los problemas constantes del enfoque “instintivo” de la imposicién
de penas, como la identificacién de una pena adecuada de partida.*

Ampliar el papel de la IA en el apoyo al proceso de imposicién de
penas requiere una consideracién cuidadosa para preservar la impo-
sicién de penas como lo que es: una empresa esencialmente humana.
Sin embargo, si se emplea de forma responsable, la HAL tiene un po-
tencial considerable para hacer que las sentencias sean mas coheren-
tes y estén basadas en principios.

45.Schoch, Heinz, “Moglichkeiten und Grenzen einer Typisierung der Strafzumessung bei
Verkehrsdelikten mit Hilfe empririscher Methoden”, en Kriminologische Gegenwartsfragen,
Stuttgart, Enke, 1995, pp. 128-137.
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Las sentencias algoritmicas frente al
principio de culpabilidad y el derecho a
ser oido en el proceso

Linus Ensel*

Reflexiones sobre su compatibilidad desde el derecho
aleman. Introduccion

Aunque los marcos de las penas prescritas por el Cédigo Penal
Federal aleman (Strafgesetzbuch) rigen por igual en todo el pais, se
observa una variacion interregional significativa en las practicas de
imposicién de penas, particularmente en lo que respecta a la seve-
ridad de las penas impuestas.! Un andlisis de los datos de los afios
2004, 2007y 2010 revela que el 17,5% de los distritos judiciales se des-
via al menos un 10% por debajo de la media federal en cuanto a la
duracién de las penas impuestas.> Cuando se seleccionan aleatoria-
mente dos distritos judiciales, la desviacién media en la severidad
de las penas para el mismo delito y la misma biografia juridica del
delincuente asciende al 15%.> Ademds, surgen disparidades en la se-
veridad de la pena impuesta en funcién del cargo y la experiencia

* Investigador doctoral en el Instituto Max Planck for the Study of Crime, Security
and Law de Friburgo (Alemania). El siguiente texto se basa en una presentacién del 30
de marzo de 2023 en la Universidad de Buenos Aires en el marco del Coloquio Interna-
cional de la AIDP sobre IA y Justicia Criminal. Esta contribucién forma parte de una
investigacién en curso. El autor agradece a Dr. Iv6 Coca Vila sus valiosos comentarios
y correcciones.

1. Grundies, Volker, “Regionale Unterschiede in der gerichtlichen Sanktionspraxis in
der Bundesrepublik Deutschland. Eine empirische Analyse”, en Hermann, Dieter y
Pége, Andreas (eds.), Kriminalsoziologie - Handbuch fiir Wissenschaft und Praxis, Baden-
Baden, Nomos, 2018, p. 301.

2. Grundies, Volker, op. cit., pp. 297-301.
3. Idem, p. 301.
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profesional del juez.* Se observan fenémenos similares también en
otros paises.’ La falta de estructura y uniformidad en la imposicién
de penas suele estar acompanada por un déficit argumental en las
decisiones judiciales. La profunda transformacién de la sociedad en
los dltimos afios debido al progreso tecnolégico habra de conducir
sin duda a nuevos abordajes para racionalizar y unificar el proce-
so de imposicion de penas. En particular, se destacan dos abordajes
concebibles que me gustaria tratar en mi aporte. Uno de ellos se basa
en el machine learning (aprendizaje automatico), el otro utiliza un sis-
tema basado en reglas sin aprendizaje. En este trabajo, se examinara
la compatibilidad de estos conceptos con dos aspectos centrales de
la doctrina penal alemana, que también son cruciales para muchas
otras jurisdicciones: el principio de culpabilidad y el derecho a ser
escuchado ante un tribunal. Antes de profundizar en esta investiga-
cién, se consideraran los abordajes mds tradicionales.

Abordajes convencionales

Se pueden considerar, y se han considerado, varios abordajes
convencionales para reducir la disparidad de las penas. Una estrate-
gia consiste en reducir los marcos penales. Muchos delitos del Cédigo
Penal aleman prevén actualmente un amplio marco penal, por ejem-
plo, de 1a 15 afios de prision, lo que da lugar a un enorme margen a la
discrecionalidad judicial. En consecuencia, una opcién seria reducir

4. Streng, Frank, Strafzumessung und relative Gerechtigkeit: Eine Untersuchung zu rechtlichen,
psychologischen und soziologischen Aspekten ungleicher Strafzumessung (R v Decker 1984), p.
118 ss., 132 S.

5. Sobre la disparidad de las sentencias en EE.UU.; Anderson, Amy L.y Spohn, Cassia,
“Lawlessness in the Federal Sentencing Process: A Test for Uniformity and Consis-
tency in Sentence Outcomes”, en Justice Quarterly, 2010, p. 362, 383 y ss.; para un es-
tudio en Espafia véase Sobral, Jorge y Prieto Ederra, Angel, Psicologia y ley: Un examen
de las decisiones judiciales, Madrid, Eudema, 1994; para Polonia véase Mamak, Kamil y
otros, “A failed attempt to radically reduce inter-court sentencing disparities by leg-
islation: Empirical evidence from Poland”, en European Journal of Criminology, 2022,
pp. 1165-1179; para la Reptublica Checa, véase Drapal, Jakub, “Sentencing disparities in
the Czech Republic: Empirical evidence from post-communist Europe”, en European
Journal of Criminology, 2020, pp. 151- 165.
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estos marcos, limitando asi esta discrecionalidad judicial. Sin embar-
go, los criticos argumentan que un abordaje de este tipo puede obs-
taculizar la capacidad de los jueces para responder adecuadamente a
los casos extremos que caen en cualquiera de las puntas del espectro.”

Otra posible via consiste en promulgar legislacién adicional para
especificar el proceso de imposicién de penas. No obstante, es impor-
tante reconocer que el legislador no puede prever ni tener en cuenta to-
daslas intrincaciones y complejidades inherentes a cada caso posible.

Por lo tanto, ha habido intentos de delegar una parte de la dife-
renciacion del proceso de imposicién de penas a un consejo o una co-
mision responsable del desarrollo de directrices para la determinacion
dela pena.® Suintroduccion se debatié entre los académicos alemanes
en 2018, pero parece que las preocupaciones por la posible limitacién
de la discrecionalidad judicial pesaron mas que la resolucién colectiva
para abordar la cuestién de la variabilidad de las penas.®

Dos abordajes modernos

¢Qué posibilidades ofrece la tecnologia moderna para abordar
la cuestién de la disparidad de las penas? Al considerar la imposicién
de penas basada en algoritmos, pueden identificarse dos abordajes
distintos, cada uno con diferencias fundamentales. Aunque las dos
técnicas se presentan aqui de forma simplificada, sélo es crucial com-
prender sus conceptos subyacentes.

El primer abordaje que aqui se presenta consiste en incorporar la
inteligencia artificial, especificamente en forma de machine learning, al

6. Streng, Franz, op. cit., 293; Sarstedt, Werner, “Referat zum 41. Deutschen
Juristentag”, en Standige Deputation des deutschen Juristentages (ed), Verhandlungen
des 41. Deutschen Juristentages, 1955, D 52.

7. Seebald, Rudolf, “Ausgeglichene Strafzumessung durch tatrichterliche
Selbstkontrolle”, GA 1974, p. 193-194; Bruns, Hans-Jitrgen, Das Recht der Strafzumessung
- Eine systematische Darstellung fiir die Praxis, 2* ed., 1985, p. 46.

8. Como en Inglaterray Gales y EE.UU. donde hoy en dia estin en vigor los directrices
para la determinacién de la pena.

9. Beschliisse des 72. Deutschen Juristentages Leipzig 2018, Abteilung Strafrecht - A. I1. 3.-7.;
Kaspar, Johannes, "Sentencing Guidelines versus freies tatrichterliches Ermessen -
Brauchen wir ein neues Strafzumessungsrecht?’, Gutachten C zum 72, en Deutschen
Juristentag, Munich, CH Beck, 2018, C 83.
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sistema de imposicion de penas. El machine learning se refiere alos pro-
cesos que permiten a los softwares adquirir conocimientos de forma
auténoma y utilizarlos para resolver problemas especificos.” En este
contexto, el sistema dispondria de un amplio conjunto de datos com-
puesto por sentencias anteriores. Analizando los hechos de cada caso
y las sentencias correspondientes, el sistema “aprende” la correlacién
entre circunstancias especificas (input data [datos de entrada]) y los pa-
trones de toma de decisiones de los jueces humanos (output data [datos
de salida])." Por consiguiente, cuando se le presente un nuevo caso, el
sistema emulard el resultado de las decisiones humanas aplicando las
variables aprendidas al caso actual.’* Es importante sefialar que cada
decision tomada por el sistema se basaria en decisiones anteriores to-
madas por humanos. Por lo tanto, este abordaje implica determinar la
pena con base en un juicio comparativo (determinacion de la pena por
contraste), en el que una sentencia se considera justa si cumple cierto
grado de similitud con las sentencias impuestas anteriormente en ca-
sos similares.” Esta circunstancia serd crucial mas adelante.

En cuanto al segundo abordaje, se utiliza un algoritmo incapaz de
aprender. En este caso, los criterios de imposicién de penas pertinen-
tes se implementan manualmente en el algoritmo, creando un sistema
basado en reglas. Este abordaje es similar a los sistemas que emplean
directrices para la determinacién de la pena. El algoritmo asigna una
puntuacién y variables fijas a cada hecho relevante del caso.* Tal como
los directrices para la determinacién de la pena, este abordaje se cen-
traria principalmente en factores objetivos como el dafio causado y los
antecedentes penales del delincuente, mientras que otras considera-
ciones, como las medidas preventivas, asumirian un papel secundario.

10. Ashley, Kevin D., Artificial Intelligence and Legal Analytics: New Tools for Law Practice in
the Digital Age, Cambridge, Cambridge University Press 2017, p. 107.

11. Compdrese Ashley, Kevin D., op. cit., p. 107.

12. Un sistema de este tipo también es analizado por Ryberg, Jesper, “Sentencing Dis-
parity and Artificial Intelligence”, en The Journal of Value Inquiry, 2021, p. 3.

13. Freund, Georg, “Straftatbestand und Rechtsfolgebestimmung - Zur Bedeutung
der gesetzlichen Regelungstechnik und der ‘harmonisierten’ Strafrahmen fiir
die Strafzumessung”, GA 1999, pp. 509-536; exhaustivamente Maurer, Matthias,
Komparative Strafzumessung - Ein Beitrag zur Fortentwicklung des Sanktionenrechts, Berlin,
Duncker & Humblot, 2005.

14. Nink, David, Justiz und Algorithmen, Berlin, Duncker & Humblot 2021, p. 409 ss.
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Ambas estrategias son concebibles como sistemas totalmente
automatizados, en los que el algoritmo llega a una decisién final de
forma independiente, o como sistemas de apoyo que dejan la decisién
tltima en manos del juez humano.” En esta altima variante, pueden
establecerse otras distinciones: el sistema puede limitarse a proponer
una pena concreta o un marco penal concretizado, o puede limitar
sustancialmente la discrecionalidad del juez, dejando un margen de
maniobra significativamente menor para decidir.

El principio de culpabilidad

Ya examinados estos diferentes abordajes, es pertinente conside-
rar los posibles obstaculos a su aplicacién. Para ello, profundizaremos
en primer lugar en el concepto de culpabilidad, que, aunque no figura
explicitamente en la Constitucién alemana, se basa en la garantiadela
dignidad humana (articulo 1, apartado 1, de la Constitucién alemana,
Grundgesetz, “GG”) y en el Estado de Derecho (articulo 20, apartado 3,
dela GG), segin el Tribunal Constitucional Federal aleman (Bundesver-
fassungsgericht - BVerfG).* Implica la garantia de que no se impondrd
ninguna pena sin la presencia de culpabilidad (nulla poena sine culpa).
Ademas, segtin el principio de culpabilidad, la pena impuesta debe ser
“justamente proporcional a la gravedad del delito y al grado de culpa-
bilidad del delincuente”.”” En Alemania, el proceso de determinacién
de la pena adecuada dentro de los amplios margenes estipulados en el
Cédigo Penal se denomina Strafzumessung, que se traduce literalmen-
te como el acto de “medir la pena”. El legislador aleman ha afirmado
que la valoracién de la culpabilidad no es una “constatacién cientifica
estricta”, sino un “proceso de evaluacién moral en el seno de la comu-
nidad juridica”.’® Algunos incluso lo han formulado como un “acto de

15. Ryberg, Jesper y Roberts, Julian, “Sentencing and Artificial Intelligence: Setting the
Stage” en Ryberg, Jesper y Roberts, Julian (eds.), en Sentencing and Artificial Intelligence,
Oxford, Oxford University Press, 2022, p. 5.

16. BVerfGE 20, 323 — “nulla poena sine culpa’, 331.
17. BVerfGE 50, 5, 12.

18. Parlamento Federal Aleman, “Entwurf eines Strafgesetzbuches (StGB) - Drucksache
IV/650” 96; aprobando a Walter Grasnick, “Rationalitit oder Irrationalitit der
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composicién social”.’” Aunque un debate sobre sila culpabilidad puede
medirse en absoluto excede el ambito de esta contribucién, es impor-
tante reconocer la centralidad de la culpabilidad en el marco juridico
alemdn.* Desde el punto de vista constitucional alemdan, es crucial
destacar la interdependencia de la culpabilidad y la dignidad humana,
tal y como se articulan de manera kantiana: La responsabilidad es la
contracara de los seres humanos considerados como seres espirituales
y morales que prosperan en libertad.” Por lo tanto, cuando se habla de
culpabilidad, siempre estd implicito el estatus inherente de los indi-
viduos como sujetos.?” En consecuencia, el principio de culpabilidad
salvaguarda contra la deshumanizacién de los individuos, impidiendo
su reduccion a objetos privados de todo derecho en los procedimientos
judiciales.” La importancia del principio de culpabilidad se ve subra-
yada por el hecho de que los principios establecidos en los articulos 1y
20 de la Constitucién, de conformidad con el articulo 79, apartado 3 de
la Constitucién, estin sujetos a la garantia de perpetuidad (Ewigkeits-
garantie), lo que significa que no pueden ser alterados.*

El principio de culpabilidad y los abordajes
de machine learning

Ahora se trata de evaluar si el primer abordaje, el del machine
learning, se alinea con el principio de culpabilidad. En primer lugar,
se justifica un examen mas detallado de la jurisprudencia alemana. El

Strafzumessung”, en Institut fir Konfliktforschung (ed), Ponometrie: Rationalitit oder
Irvationalitit der Strafzumessung, 1977, p. 23.

19. Eduard Dreher, Strafgesetzbuch mit Nebengesetzen und Verordnungen, 37* ed., Mnich,
CH Beck, 1977, § 46 n° 12..

20. Véase, por ejemplo, el § 46, apartado 1, frase 1 del Codigo Penal alemdn (StGB): “La
culpabilidad del delincuente constituye la base sobre la que se fijala pena”.

21. Kant, Immanuel, Grundlegung zur Metaphysik der Sitten, 2* ed., 1786, p. 79; BVerfGE 45,
187 — “Lebenslange Freiheitsstrafe”, 22.7; Herdegen, "GG Art. 1 Abs. 1", en Diirig, Herzog y
Scholz (eds.), Grundgesetz-Kommentar, 98* ed, 2022.

22. Enders, Christoph, Die Menschenwiirde in der Verfassungsordnung, 1* ed., Heidelberg,
Mohr Siebeck, 1997, p. 502.

23. BVerfGE 27, 1 - “Mikrozensus”, 6.
24. BVerfGE 123, 267 — “Lissabon’, 413.
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Tribunal Federal de Justicia de Alemania (Bundesgerichtshof - BGH) en-
fatizala necesidad de “medir la culpabilidad” caso por caso: “El juez debe
determinar la pena apropiada en cada caso individual considerando
cuidadosamente todas las circunstancias relevantes especificas de ese
caso”.” Este requisito, que limita a los jueces a considerar iinicamente
los hechos del caso en cuestién a la hora de evaluar la culpabilidad,
contradice el concepto de determinacion de la pena por comparacién
implicito en un abordaje de machine learning. Sin embargo, este requi-
sito previo establecido por el BGH no puede pasar desapercibido en
este contexto. No s6lo se opone a un abordaje comparativo, sino que
también contradice la evidencia empirica. De hecho, los jueces se ba-
san en comparaciones con otros casos a la hora de dictar sentencia,
y aproximadamente el 97% de los jueces alemanes admiten hacerlo.?
Una encuesta entre jueces indicd que estan sujetos a una significante
presién de conformidad a la hora de tomar la decisién “correcta”, don-
de esa “correccién” se refiere principalmente a adherirse al principio
deigualdad y decidir dentro de los limites de las practicas habituales.”
Esta practica es sensata por varias razones. En primer lugar, la acepta-
cién social de las sentencias disminuye cuando casos similares reciben
sentencias significativamente diferentes por preferencias personales
de los jueces.”® En segundo lugar, los jueces pueden temer que sus
decisiones sean anuladas por tribunales superiores, ya que el propio
BGH ha dictaminado que las sentencias no deben “exceder el nivel ha-
bitual para casos comparables”.* Aunque la comparacién del presente
caso debe hacerse con casos “comparables”, las sentencias impuestas
por otros tribunales no deben tenerse en cuenta, segiin el BGH.* La in-
tencién precisa del BGH detrds de estas declaraciones aparentemente
contradictorias no estd del todo clara. Sin embargo, dictar sentencia

25. BGH NJW 2011, 2597, 2598.
26. Streng, Franz, op. cit., pp. 293, 384.

27.Albrecht, Hans-Jorg, “Gleichmafiigkeitund Ungleichmifigkeitin der Strafzumessung”,
en Deutsche Forschungen zur Kriminalitit und Kriminalititskontrolle, 1983, p. 1323.

28. Hoven, Elisa, “Die offentliche Wahrnehmung von Strafzumessungsentschei-
dungen - Anlass fiir Reformen?”, en KriPoZ, 17/08/2018, pp. 276-2.89.

29. BGH StV 1986, 57; BGH, 20/10/2021 - 1 StR 136/21 no 12; BGH NStZ 2021, 2.85.
30. BGH, 20/10/2021 - 1 StR 136/21 (n 30) no 12.
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sin ningn tipo de comparacién es —por las razones empiricas expues-
tas anteriormente- tan poco practico como indeseable.

Realizar una comparacién de casos de manera formalizada y li-
mitada a factores especificos conlleva el riesgo de pasar por alto las
caracteristicas tinicas de los casos. Dado que esas caracteristicas Gni-
cas pueden ser factores decisivos para una sentencia proporcional, el
tribunal debe tener en cuenta esas peculiaridades incluso después de
haber comparado los casos. Un abordaje inicial seria aplicar la deno-
minada “teoria del margen de maniobra” (Spielraumtheorie) defendida
por el BGH,* en cuanto a preservar un margen de discrecionalidad
para el tribunal de primera instancia. Teniendo en cuenta estas limita-
ciones, un abordaje de machine learning comparativo seria compatible
con el principio de culpabilidad.

El principio de culpabilidad y los algoritmos
incapaces de aprender

Al considerar la compatibilidad de los algoritmos incapaces de
aprender con el principio de culpabilidad, el foco no se centra en la com-
paracién, como mencionamos anteriormente, ya que un abordaje tal no
implicaria un elemento comparativo. En cambio, se plantea la cuestion
de sila condena esquematica en si misma se ajusta a la nocién de culpa-
bilidad. Aqui es donde cobra relevancia la relacién de la culpabilidad con
la dignidad humana. Como ya se ha senalado, la doctrina alemana vin-
cula estrechamente la dignidad humana a la prohibicién de degradar a
una persona a un objeto privado de todo derecho en los procedimientos
judiciales. En el contexto de la tecnologia moderna, algunos derivan de
ello la nocién de un “derecho a no ser sometido a decisiones automati-
zadas incontroladas de cierto alcance”.*> Algunas de las preocupaciones
alemanas respecto a la “completa datificacién y algoritmizacién” del ser
humano podrian derivarse de las experiencias en el estado de vigilancia
del régimen nazi.* Sin embargo, esta prohibicién de las decisiones auto-

31. BGHSt 7, 28, 32..
32. Golla, Sebastian J., “In Wiirde vor Ampel und Algorithmus”, en DOV 17, 2019,

pp. 673-676.
33. Idem, p. 676.
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matizadas no puede extenderse a todos los aspectos de la vida. Para ilus-
trar esto, se puede echar un vistazo a una decisién judicial de 1962 que
examind silaluz roja de un seméforo que indicaba la orden de detenerse
violaba la dignidad humana de los afectados porque la luz roja se basaba
en una decisién automatizada.** Esta ampliamente aceptado y resulta
muy convincente que los semaforos en rojo no alcanzan el umbral de
la supuesta violacién. Sin embargo, si consideramos la imposicién de
una pena, “la injerencia mas grave del Estado de derecho”, resulta evi-
dente que en este contexto se ha superado el umbral. Sin embargo, si
yuxtaponemos la imposicién esquematica de penas y la justicia de casos
individuales, queda claro que no son necesariamente contradictorias.
De hecho, el cédigo penal ya exhibe un abordaje algoritmico en forma
de disposiciones del tipo “si p, entonces q”: Para un delito concreto “x”,
se establece la correspondiente escala “y” de penas. La verdadera cues-
tién que se plantea, asi, es la compatibilidad de un sistema esquemadtico
totalmente automatizado de imposicion de penas con el principio de culpa-
bilidad. Por lo tanto, no se trata de si podriamos tener algoritmos de
imposicion de penas o no —dado que ya existen en forma de disposicio-
nes penales (o incluso directrices para la determinacién de la pena en
algunos paises)—, sino mas bien de cudnto margen de discrecionalidad
judicial deberia preservarse para los jueces humanos una vez aplicado
el algoritmo. Sila respuesta es ninguna, nos referimos a un abordaje to-
talmente automatizado. Entonces, scudl es el problema de los sistemas
esquematicos de imposicién de penas totalmente automatizados? Una
vez mas, la respuesta se reduce a la proporcionalidad de la sentencia. Un
algoritmo de imposicién de penas creado (integramente) por seres hu-
manos sélo puede incorporar un nimero finito de consideraciones de
imposicion de penas. En la practica, los algoritmos de imposicién de pe-
nas existentes tienden a centrarse en un conjunto limitado de factores,
como el dafio causado y los antecedentes penales del delincuente. Pero
como no hay dos casos exactamente iguales, el principio de culpabilidad
requiere cierto margen de ajuste con respecto a las peculiaridades del
caso después de considerar estos factores principales. Asi, un algoritmo
incapaz de aprender como abordaje totalmente automatizado no seria
compatible con el principio de culpabilidad.

34. OLG Hamburyg, 18/04/1962 (2 Ss. 7/62) 196.
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Derecho a ser escuchado ante un tribunal

Profundicemos ahora en el segundo asunto, a saber, el derecho a
ser escuchado ante un tribunal. Este derecho estd consagrado en el art.
103, apartado 1, GG y también encuentra sus fundamentos en el prin-
cipio del Estado de Derecho (art. 20, apartado 3 GG) y la garantia de
la dignidad humana (art. 1, apartado 1 GG).* Ademas, el derecho a ser
escuchado es equivalente a un derecho fundamental (art. 93, apartado
1, no. 4a GG). El derecho a ser escuchado abarca el derecho del acusa-
do a expresarse ante el tribunal y el derecho a que sus declaraciones
sean debidamente consideradas.”® Sin embargo, estos dos aspectos
tendrian poco valor si el acusado no pudiera familiarizarse con todos
los hechos relevantes antes del proceso de toma de decisiones. Por lo
tanto, el derecho a ser escuchado ante un tribunal también implica un
requisito de transparencia.”’ Cabe sefialar que la Constitucién no es-
pecifica explicitamente la forma en que debe garantizarse el derecho
a ser escuchado. En consecuencia, este derecho debe salvaguardarse
tanto en los procedimientos automatizados como en los digitalizados,
al igual que en los procedimientos “analégicos” tradicionales.*®

Derecho a ser escuchado y planteamientos
de machine learning

Ahora, el derecho a ser escuchado serd evaluado en el contexto de
los abordajes de machine learning para dictar sentencia. Es importante
reconocer que nuestro principal desafio al respecto gira en torno al con-
cepto de transparencia. Alcanzar un alto nivel de precisién en la predic-
cién de cémo decidiria un juez humano requiere una gran cantidad de
sentencias humanas para el machine learning. Sin embargo, un volumen

35. BVerfGE 55, 1 — “Flughafen Miinchen I1”, 5 s.; BVerfGE- 2 BvR 314/86 224; Giinter
Dirig, “Der Grundrechtssatz von der Menschenwiirde: Entwurf eines praktikablen
Wertsystems der Grundrechte aus Art. 1 Abs. I in Verbindung mit Art. 19 Abs. II des
Grundgesetzes”, 81 AGR 1956, 117, 128 s.

36. BVerfGE 7, 275 - 1 BVR 56/57 7 278.
37. BVerfGE 84, 188 - 1383/90) 190; BVerfGE 89, 28 - 1 BVR 878/90) 35.
38. Nink, David, op. cit., p. 304.
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significativo de datos interconectados por variables numerosas condu-
ce a la creacién de estructuras complejas que pueden resultar dificiles,
sino imposibles, de comprender plenamente para los seres humanos.”

Como procesado, es esencial comprender los fundamentos de
una decision judicial para poder recurrirla eficazmente. Si el propio
juez no entiende cdmo el modelo de machine learning llega a sus resul-
tados, resulta inviable explicar el proceso subyacente a los procesados
o0 a sus abogados defensores.

Sin embargo, también podemos cuestionarnos el grado de transpa-
rencia necesario. ;Deberiamos aspirar a una transparencia mayor que
la que ofrece el statu quo? Los propios jueces humanos son black boxes.*°
En numerosas sentencias de tribunales locales alemanes, las conside-
raciones sobre la condena se reducen a unas pocas frases. Un ejemplo
ilustrativo, que representa numerosas sentencias, es una sentencia del
tribunal de primera instancia de Diisseldorf. El condenado en este caso,
cometi6 un hurto en circunstancias especialmente graves al apropiarse
un sobre que contenia aproximadamente 50.000 euros de una habita-
cién de hotel, mientras estaba empleado como técnico de mantenimien-
to. La totalidad de las consideraciones de la sentencia son las siguientes:

La base para determinar la pena es el marco para la sentencia descrito
en el § 243, apartado 1 del Cédigo Penal, que prescribe una pena de pri-
sidén que oscila entre tres meses y un maximo de diez afios por el hurto
en circunstancias especialmente graves. En el caso que nos ocupa, la
confesion del procesado debe considerarse un atenuante. La magnitud
de los dafios (50.000,00 euros) se considerd como agravante. Sopesan-
do estas consideraciones, el tribunal impuso una pena privativa de li-
bertad de seis meses. Esta pena es adecuada a la gravedad del delito y
al nivel de culpabilidad.®

39. Deeks, Ashley, “The Judicial Demand for Explainable Artificial Intelligence” en Co-
lumbia Law Review 2019, vol. 119, p. 1829.

40. Hornle, Tatjana “Voriiberlegungen zu Decision-Support-Systemen aus der Sicht
des Strafzumessungsrechts”, en Schiinemann, Bernd, Tinnefeld, Marie-Theres y
Wittmann, Roland (eds.), Gerechtigkeitswissenschaft - Kolloquium aus Anlass des 70.
Geburtstages von Lothar Philipps, 2005, p. 408; Berkemann, Jorg, “Die richterliche
Entscheidung in psychologischer Sicht” JZ 1971, pp. 537-538.

41. AG Diisseldorf, 07/08/2015 - 127 Ds 51 Js 1718/14 - 69/15, traduccién del autor.
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No se ha revelado el proceso que llevo al tribunal a la condena es-
pecifica de seis meses a partir del rango de penas de tres meses a diez
afios. La falta de transparencia en este punto hace que no quede claro,
especialmente para el condenado, cémo el juez ejercié la discrecio-
nalidad judicial. En consecuencia, el proceso de toma de decisiones
del juez sigue siendo opaco, parecido a una “black box”. Por lo tanto,
cabe concluir que los problemas de transparencia no son exclusivos
de los abordajes de machine learning. Sin embargo, sustituir una black
box por otra no puede ser el objetivo manifiesto. Por el contrario, la
falta de transparencia y la deficiencia en el razonamiento deben abor-
darse y rectificarse en lugar de perpetuarse. Sin duda, el concepto de
Inteligencia Artificial Explicable (XAI) debe ser reconocido en esta co-
yuntura. La XAl es un subcampo de la inteligencia artificial, centrado
especificamente en el desarrollo de modelos y algoritmos de machine
learning que sean facilmente comprensibles e interpretables por los
seres humanos.” El objetivo primordial de la XAI es crear sistemas
de IA que puedan ofrecer explicaciones transparentes para sus proce-
sos de toma de decisiones.® El nivel de transparencia de los modelos
de machine learning depende en gran medida de las técnicas especifi-
cas empleadas. Por ejemplo, la regresion lineal* ofrece un potencial
considerable de explicabilidad, incluso para personas sin grandes
conocimientos matematicos.* Los modelos de machine learning mas
complejos, como las redes neuronales, ofrecen un grado significati-
vamente menor de explicabilidad y son objeto de investigacién en la

42. Gilpin, Leilani y otros, “Explaining Explanations: An Overview of Interpretability
of Machine learning” en Bonchi, Francesco y otros (eds.), IEEE 5th International Con-
ference on Data Science and Advanced Analytics, 2018, 80; Wachter, Sandra; Mittelstadt,
Brent y Russell, Chris, “Counterfactual explanations without opening the black box:
automated decisions and the GDPR” 31 Harvard Journal of Law and Technology, 2018,
p- 850; Deeks, Ashley, op. cit., 1834.

43. Gunning, David y otros, “XAlI-Inteligencia artificial explicable” 4 Science Robotics
2019, eaay7120, 1.

44. Alpaydin, Ethem, Machine Learning: The New AI, MIT Press, 2016, 38; Mohri,
Mehryar, Rostamizadeh, Afshin y Talwalkar, Ameet, Foundations of Machine Learning,
2% edn, MIT Press, 2018, p. 275; véase también Nink, David, op. cit., p. 395.

45. Borges, Georg y otros, Technische und rechtliche Betrachtungen algorithmischer
Entscheidungsverfahren - Gutachten der Fachgruppe Rechtsinformatik der Gesellschaft fiir
Informatik e.V. im Auftrag des Sachverstindigenrats fiir Verbraucherfragen, Sachverstindi-
genrat fiir Verbraucherfragen, 2018, p. 31.
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actualidad.* Ademas, hay que tener en cuenta que siempre existe una
relacion tensa entre la explicabilidad y la precision del sistema.*” Para
mejorar la explicabilidad, hay que aceptar un compromiso en térmi-
nos de precisién.* En general, cuanto mayor es el nimero de variables
y parametros de un sistema, mds dificil resulta hacer que el modelo
sea explicable.* Entrar en los detalles de la XAI excederia el alcance
de este aporte. En esta coyuntura, conviene afirmar que la inteligen-
cia artificial explicable (XAI) atin no ha avanzado lo suficiente como
para cumplir los requisitos necesarios para su uso en un algoritmo de
determinacién de penas sofisticado.*® Se ha expresado preocupacién
por el hecho de que hasta ahora la XAI haya sido desarrollada prin-
cipalmente por entidades privadas.”” A medida que se avance en este
ambito, lo que podria ocurrir antes de lo esperado, ciertas cuestiones
planteadas por Deeks se vuelven pertinentes:

¢A quién va dirigida la explicacién y cudn sencilla o compleja debe ser?
¢Cudnto tiempo debe tardar el usuario en entender la explicacién? ;Qué
estructura o forma debe adoptar la xAl: lineas de cédigo, presentaciones
visuales, programas manipulables?*

La participaciéon de agentes privados también puede causar pro-
blemas de transparencia de otras maneras. En algunos modelos de
machine learning existentes, como los utilizados en la policia predic-
tiva (predictive policing), han surgido problemas en el pasado debido
a confidencialidad de los datos subyacentes, que pueden protegerse
como secretos comerciales.® Emplear algoritmos opacos con tanta
autoridad en el ambito de la policia predictiva ya es muy cuestiona-
ble. Pero emplearlos en el contexto de la imposicién de penas podria

46. Borges, Georg y otros, op. cit., p. 34.

47. Gunning, David y otros, op. cit., p. 2.

48. Idem.

49. Borges, Georg y otros, op. cit., p. 31.

50. Sobre el estado actual de la investigacién Lima, Gabriel y otros, “The Conflict

Between Explainable and Accountable Decision-Making Algorithms”, ACM Conference
on Fairness, Accountability, and Transparency 3, 2022.

51. Deeks, Ashley, op. cit., p. 1830.
52. Ibidem, p. 1837, traduccién del autor.

53. Este fue el caso de infame COMPAS, véase "State Of Wisconsin V Eric L Loomis", 881
NWzd, 749 776.
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tener consecuencias desastrosas. La utilizacién de algoritmos opacos
no sélo violaria el derecho a ser escuchado, sino que tampoco recono-
ceria que la imposicidén de penas no es (Gnicamente) una ciencia em-
pirica. Mas bien, el resultado de un proceso de imposicién de penas,
al menos en lo que respecta a la retribucién, no puede corroborarse
empiricamente,* sino que depende Ginicamente de su aceptacién por
las partes implicadas y por la sociedad en su conjunto. Revelar el re-
corrido hacia el resultado de la sentencia es, por tanto, indispensable
para lograr esta aceptacién. En consecuencia, la utilizacién de mode-
los de machine learning vulneraria el derecho a ser escuchado mientras
estos modelos sean incapaces de autoexplicarse o carezcan de la capa-
cidad de ser explicados exhaustivamente por otros.

El derecho a ser escuchado y los algoritmos incapaces
de aprender

Los problemas de transparencia mencionados anteriormente no
se plantearian en el abordaje con algoritmos incapaces de aprender.
Sin embargo, en este contexto surge una preocupacion distinta, cono-
cida como sesgo de automatizacion. El sesgo de automatizacion es la
tendencia a confiar excesivamente en los sistemas automatizados, lo
que conduce a decisiones “que no se basan en un analisis exhaustivo
de toda la informacién disponible, sino que estan fuertemente sesga-
das” hacia a las indicaciones generadas automaticamente.” Plantea la
cuestion de si el tribunal seguira siendo receptivo a los argumentos
presentados por las partes si el algoritmo ya ha sugerido una senten-
cia especifica. Es importante reconocer que los limites entre un abor-
daje totalmente automatizado y un sistema de apoyo para la toma de
decisiones pueden difuminarse cuando el sesgo de la automatizacién
lleva a aceptar la decisién generada automadticamente sin cuestio-
namientos.*® En ese caso, la audiencia legal estaria siendo otorgada

54. Kaspar, Johannes, “Digitalisierung als Chance fiir die Strafzumessung?”, en KriPoZ,
19/01/2023,1, 5.

55. Parasuraman, Raja y Manzey, Dietrich H. “Complacency and bias in human use of
automation: an attentional integration”, en Human Factors, 2010, pp. 381-391.

56. Nink, David, op. cit., p. 307.

246

IA - Kleiman.indd 246 21/3/2025 14:13:28



INTELIGENCIA ARTIFICIAL Y ADMINISTRACION DE JUSTICIA

por la maquina. La pregunta que surge naturalmente es: ;Pueden las
maquinas conceder audiencia legal? Mientras que la mayoria de los
académicos alemanes argumentaria que sélo los humanos pueden
desempefiar este papel,” la respuesta podria ser sélo una cuestién
de progreso tecnoldgico. Sin embargo, es evidente que un algoritmo
incapaz de aprender por si solo, que simplemente funciona como un
programa esquematico para la imposicién de sentencias, no puede
ofrecer audiencia, tal como una simple calculadora no puede escuchar
argumentos. En cuanto a los modelos de machine learning y otras for-
mas de inteligencia artificial, ain no hemos alcanzado un nivel que
posibilite una interaccién significativa de tal calidad. Volviendo a los
algoritmos incapaces de aprender, la cuestion clave es como abordar
el problema del sesgo de automatizaciéon. Un posible abordaje es que
el algoritmo proporcione un espectro de sentencias en lugar de una
sentencia especifica.®® Esto le permitiria al juez ejercer su discrecién a
la hora de determinar la pena exacta, teniendo en cuenta factores que
el algoritmo no haya contemplado. Ademas, mejorar la comprensién
del algoritmo por parte del juez puede fomentar el reconocimiento de
sus puntos fuertes y débiles.®” También deberian realizarse pruebas
empiricas para examinar los efectos especificos del algoritmo de im-
posicion de penas en los procesos de toma de decisiones de los jueces.

Conclusidn

En resumen, la compatibilidad de los algoritmos de determina-
cién de penas con el principio de culpabilidad y el derecho a ser escu-
chado depende de la inclusién o exclusién de la inteligencia artificial
en los algoritmos. Si se incorpora la inteligencia artificial, la compa-
tibilidad con el principio de culpabilidad puede lograrse garantizan-
do que el proceso de imposicion de penas vaya mas alla de la mera

57. Greco, Luis, “Richterliche Macht ohne richterliche Verantwortung: Warum es den
Roboter-Richter nicht geben darf”, en RW 2020, p. 29; Valerius, Brian, “Legal Tech’
im Strafverfahren?”, en ZStW, 2021, pp. 152-164; Enders, Peter, “Einsatz kinstlicher
Intelligenz bei juristischer Entscheidungsfindung”, en J4, 2018, p. 721; Nink, David,
op. cit., p. 356.

58. Ibidem, p. 308.

59. Parasuraman, Raja y Manzey, Dietrich H., op. cit., p. 406.
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comparacién y tenga en cuenta las consideraciones de cada caso. Los
algoritmos incapaces de aprender pueden alinearse con el principio
de culpabilidad cuando se utilizan en sistemas de apoyo para la toma
de decisiones. En cuanto al derecho a ser escuchado, los abordajes de
machine learning atin no han alcanzado un nivel de explicabilidad que
los vuelva adecuados para su aplicacién en la imposicién de penas. En
el caso de la introduccién de algoritmos incapaces de aprender, deben
tomarse precauciones para mitigar el sesgo de automatizacion.
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